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ABSTRACT

A method for visualizing objects immersed in water is formulated

analytically and demonstrated experimentally. The technique, called "acoustic

holography," is an adaptation of Gabor's two-step imaging process known as

wavefront reconstruction or holography. The hologram is first formed from

coherent acoustic radiation and then the image is reconstructed optically

using coherent light source. Acoustic holography has advantage over other

schemes for imaging .in optically opaque media in that lenses or other focusing

devices are not required, and a complete amplitude and phase reconstruction

of the scattered field may be obtained. Since instantaneous amplitude is an

acoustic observable, the reference field may be simulated electronically.

Moreover, by resorting to heterodyne or phase detection the cross product

term between object and reference signals may be generated without the un-

desired extraneous terms which occur in conventional holography. A scanning

technique for generating acoustic holograms of underwater otjec.s in the

laboratory is described in detail. Using this system, acoustic holograms have

been recorded which show angular resolution of 3. 6 milliradians, approximately

1.5 times the Rayleigh limit. A variable contrast television display was used

to view the acoustic holograms. To limit tLe aftenuation of acoustic wave in

sea water to a tolerable value, only acoustic signal with frequencies below

1 MHz should be used. We used 1 MHz signal for our experiment. Con-

sequently, the quality of any acoustic image is degraded by poor resolution and

specular reflection. It is suggested that diffuse or incoherent illumination

be used to overcome the defect that acoustic images often appear as diffracted

highlights rather than as extended forms. Thus, it appears that acoustic

holography is not necessarily optimum for all acoustic imaging situations,
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CHAPTER I

IN TIODUCTION

Historically, optics has referred primarily to the study of

light; imaging, to the specific class of optical rihencanena in which

material bodies (objects) are represented by geometrically similar

patter.s of light (images). Hkawever, this is unduly restrictive since

imagiiig is merely a consequenixe of the wae-like properties of electro-

mage tic radiation. -bra prorperly, imaging corcepts sh-uld be extended

to include mthamaticaily related phe=ena in -w-hich the object is

-tilh~aate" with ,-ave fields otiher thpn light and irisible "image"

patteins are formed frcm the scattered --adiation. The scope of optics

is thereby enlarged to encza=s a broad group of physically distirct

but mathemticaliy sinilar u'we feie.

here %e are cone*d it acoustic jn !ing, a prazess belonging

in this more gereral catega-oy. ir accustic inaging- the object sceneis

"i- inated" with acoustic radiatio rather than light, ma acoustic

"i-ige' patterr aree fr m the scattered acoustic fields by

arictLs -e~ h c~~ci es may th-em be visuialized - rendered

visible - thxgh application Mf sOME sort of accusto-iotic interacticn.

Since by definition all %;e fields &--v athiticallk- sinilare ,aM-

-t.ons cf mectic. we 2-e Spraneed that, at least to first order, visual-

i-zd acustic imae, wilbei a s" recognizable resemblance to the

oAiixa scee. Imaging of t typ be earemely ueful henei

th~e %Ajec. is ize!din nedi amie to light.
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Acoustic imaging differs frm and should not be confused with

the conventional echo ranging techniques conmonly known by the generic

term senar in thai imaging provides displays of the object scene lying

in planes transverse to, as well as along, the direction of propagation

.,herea.s sonar provides primarily range profiles along the direction of

propagation; i.e., longitudinal "images."

The reasons for the study of acoust' imaging should be clear.

The quantity of information transmitted via wave fields and displayed

as images is enorazs. Indeed, under ideal conditions (infinitely

large appertures and unlimited detector resolution) the maxii infor-

ration density in an optical display is limited only by the information

carrier, here scalar wave fields of wavelength ). from idich the image is

formed. Gabor 1 and others have show n that -ave fields caxizrt transmit

infovation about bondary details with characteristic spacings mxh

smller than. X be-ase such information is carried by e-anescent %-s

-- iich decay so rapidly that at distarces beyond a few wavelerths _---m

the bt -knary the field =liiuie associated with t;-ee details wil

alas be less thn -.te ambient nwise mli de. For examie, cmcr-

tiora~l images for d it Igh K a y contain inomto estes ex-

ceeding 10- bits/ca o-E retrie,-able inforn-aticn; irlocrzation densities

as high as 10S bits/cm ave be recorded by .mograwidc !meams.

This figL-.e is enres m tative of the Koezri 649 em'!sins
uich are )mkn to resolhi in excess oF MW0 lines/=-L he v-
age black an ;dte sna--sat film, s as Kbda'k ft c-X Can
r imge detail to 100 linesfri or 106 bitslm'2. (Se

2.1 For r prin, igh e,-ensiy integrate s-
.¢r~ercxdui- z --er n ries are preshntly cavable ofstoring app i .telx 20 bitslcal. (See Refjece 3.)
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Information densities of this =agintxyi are tyvpir2 1 of iiicn-&ca

sce-nes. Resolution of molecular or tcdew~i rxec-iues mitimmm

at umavelengths mrach shorter than that of rislble ltsmay at x-ra-y cr

electr-,on wavelengths.-

Tnfonatjon t-am-itting cadtv aff auh 2 ueisO

estum-ble value in scientific im-estigati~ n elmzin .urr

the info-Tmtio contaie in icave fi:el'ds is oft szns greatertl

tlne canaity of the ey-,e or otherdeic toD recir~ dirct: i

pie, aua vi umm izeges of the cosinic. tc i , tzi

regions of the nivrse alih'ays of greez intere-st =to the Ciis. -4 tami be zatim. deasitiec- far exz:eed that wh~ich the can etect

an a-e-mtely resolve without ziar rts.&hresions r

Qa-ite a-mart frr- resolutio nl fnield of viw estri:czam in-

posed by any realimb-le e iordisplay ptcess. z:heinonut

~iuch can be tranimted f-.= tae cbJect into an rtic lh~ly is

12=1r-d b-V .4,-z edil= tm-pw!ng dhiect a:- x-eceiva-r

hifuenacmx loss ccuas oy. andeterinznici of the mrefieldA

as it vicpgtes znram~h the M~ - -e, ip

th--:jh Vennre wtris tomd- asu'bw~sctee c

=iscmles to arigreat eiteri-t that ris'onz i cedi=ary s~,

Ui~ed to ditrsless So to ice~ metensT" nOe cases,

vsmalkiwvs im-m*'lve v - mg -ix--ul i-

!~-~l, uaj~ tison .- esri~r~bT



although intrinsic absorption by the medium may be small, random turbu-

lence induces scattering which limits the detail which can be resolved

through such media. For example, observation of stellar bodies from

the Earth's surface is severely hampered by uncontrollable fluctuations

of the terrestrial atmosphere

Hence, from the time of Galileo (the telescope) and Leeuwenhoek

(the microscope) one of the great challenges of experimental science

has been to render visible those regions beyond the ability of the eye

to perceive; more technicaiy, to extend visual perception into regions
*

outside the space bandwidth product of the eye. The quest for greater

visibility has led to imaging with fields to which the eye does not

directly respond; to wit, x-rays (crystallography), electrons (electron

and field emi.;sion microscopy), acoustic radiation (acoustic holo-

graphy), etc. The emphasis here is directed toward acoustic imaging

by which is meant the visualization through acoustic means of objects

iMi4edded in solid or liquid media usually opaque to light.

Interest in acoustic imaging has arisen in response to rapidly

expanding activity in two relatively new but quite unrelated fields,

biomedical engineering and oceanography. The use of x-rays in medical

diagnosis has always been somewhat problematical. Not only does x-ray

imaging subject the patient to extremely hazardous radiation, but the

resulting images often do not fully satisfy the requirements of the

examiner. For example, the technique does not readily distinguish

different types of tissue. Further, because it is difficult to focus

* This concept is discussed in Chapter II.
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x-rays, the display is actually an x-ray shadow rather than a truly

three dimensional focused image of internal body structure. Acoustic

imaging need not possess either of these drawbacks.

Acoustic imaging may also play a role in an entirely different

endeavor, the development of underwater resources. Lack of visibility

is becoming an impediment to more rapid progress in undersea explora-

tion, mining, and transportation. Even in absolutely pure water, light

will not propagate much further than perhaps 100 meters. Worse, one is

usually most interested in operating along the ocean floor where the

water has likely been churned into murky clouds of mud stirred up from

the bottom. The range of x-rays in underwater situations is limited t

the order of a few centimeters. On the other hand, acoustic fields can

propagate through water for hundreds to thousands of meters, depending

- upon frequency, without excessive attenuation. Thus, for oceanographic

applications acoustic imaging assumes importance as a means of extending

visibility beyond the range of electromagnetic radiation.

Acoustic imaging is an infant science, at a stage of development

which may be likened to that of conventional optics when Galileo first

observed the moons of Jupiter. A multitude of challenges must be over-

come in order to make acoustic imaging viable with other investigative

techniques. The goal is an acoustic system which provides in real time

visualization with approximately the quality of inexpensive camera

* Standard broadcast television frame rates (30/sec) will satisfy
the real time requirement. However, this is probably restrictive
and 8rnm movie frame rates (16/sec) or lower (8-10/sec) will be
sufficient.

5



snapshots or standard television displays. The sophisticated refine-

ments of light optics are not required.

If acoustic imaging is to proceed along conventional lines then

an acoustic lens or other focusing device will be needed. However,

such devices present formidable development and fabrication problems.

Consider a typical camera apperture; a comparable apperture for 1 MHz

acoustic radiation would be a thousand times larger, measuring perhaps

100 meters or more in diameter. Such a device could hardly be con-

sidered portable. Further, the scale of the object scene will be the

same whether the illumination is acoustic or visible. Hence the F
E

number (focal length to diameter ratio) of ideal acoustic lenses must

be quite small and the images will then be subject to the severe

abberations and distortions inherent in nonparaxial imaging. There-

fore, for practical reasons acoustic lenses will very likely be ap-

preciably smaller than ideal and the resulting displays will be

comparable to those obtained by pinhole imaging with light.

Recently, an entirely new and different method of imaging which

does not require lenses, the two step process invented by Dennis

Gabor 7 ' 8 ' 9 ' ! 0 ' I 1 ' 1 2 and known as holography, has become the subjectof

S intense research activity in visible optics. Because Gabor's technique

does not require lenses, crude experiments in acoustic imaging can

actually be performed more easily by adopting the methods of holography

rather than conventional methods employing auxiliary focusing apparatus.

Ironically, this is just the reverse of the situation in visible optics

where good lenses are easily fabricated but holograms require carefully

controlled laboratory setups. Of course, the reason is clear.

6



Holography requires coherent radiation. Coherent acoustic radiation is

easily generated by crystal controlled oscillators. Conversely,

coherent light usually requires a laser source and special precautions

to ensure that the illumination is sufficiently coherent to produce

high quality holograms. We shall present a study of acoustic imaging

by holography; i.e., acoustic holography.

In order to include holography in optical discussions, the term

"image" must be replaced with the broader concept of optical representa-

tion. By an optical representation of any object we include not only

those referred to conventionally as "images" which bear some geo-

metrical similarity to the object, but, more generally, any field con-

figuration which may result from an illuminated or lminous boundaryar

volume. For example, a snapshot is a conventional image but a hologram

is an optical representation in the more general sense; holograms

usually bear no resemblance to the objects from which they are formed

although they actually contain more information about those objects

than do conventional photographs. The entire process of forming

optical representations of any type shall be referred to loosely as

imaging.

The plan for the discussion of acoustic imaging to follow is

* There has been some confusion surrounding this point. It is often
concluded that the reconstruction from a hologram contains more
information than the image from a lens. This is not correct; the
lens image is also three dimensional. However, the three
dimensional nature of the lens image cannot be recorded on alwo
dimensional medium without resorting to special methods such as
holography or stereoscopy. (See Reference 13.)
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simple. In Chapter II the elements of scalar imaging are presented as

they apply to simple acoustic imaging iystems; the basic hiaging

problem is to determine the causal relation between contrast of object

boundary field spatial structure and contrast of coiresponding image

field structure. In general, image contrast is a decreasing function

of spatial frequency; object structure for which the corresponding

image contrast vanishes is not resolved. In acoustic imaging it is

especially important to maximize the resolution obtainable from a

given aperture because of the relatively long wavelength of acoustic

radiation. No doubt image resolution and contrast is one of the major

criteria by which acoustic imaging systems must be evaluated.

The properties of the detector and the statistical behavior of

the scalar image field significantly constrain the contrast transfer

Echaracteristics, hence resolution, of imaging systems. In this sense

acoustic imaging systems are more interesting than optical imaging

systems. To wit, imaging with light is restricted to detectors whose

* output is some lag time average of the electromagnetic field energy.

Conversely, the piezoelectric and ferroelectric compounds form an

important class of acoustic radiation detectors for which the output is

14proportional to instantaneous acoustic pressure ampltiduei'. This

allows latitude in the design of acoustic imaging systems which is not

possible for optical imaging systems.

The significance of the flexibility inherent in acoustic imaging

with arrays of piezoelectric elements becomes apparent when the

statistical time evolution of the field is taken into account. For

detector outputs which are long time averages of the field energy,

8



spatially incoherent imaging tends to prvide greater ultimate

resolution but less contrast than coherent imaging. In addition,

incoherent images do not suffer from edge ringing and other inter-

ference effects. By electronically synthesizing higher order moments,

say the fourth order, it should be possible to further improve the

resolution of incoherent acoustic imaging systems. W-reover, by

employing scanning systems such as the Covington-Drane antenna rather

than lens systems the contrast of the incoherent acoustic system can be

made to approach that of the coherent system but with twice the

resolution.

Heretofore, acoustic imaging has been confined to spatially

coherent point source acoustic illmnination and using holographic

techniques. It seems clear that a new class of experiments in acoustic

imaging is called for, namely using spatially incoherent, extended

acoustic sources, lenses or other focusing devices, and a variety of

electronically synthesized detection characteristics. Such experiments

have scientific merit without regard to practical applications since

similar experiments cannot be performed optically. For example, by

varying the averaging time of the detector output, easily accomplished

electronically, the effective degree of coherence of an acoustic

imaging system can be varied continuously from completely incoherei.t to

completely coherent.

The other major factor to be considered in judging the viability

of acoustic imaging systems is the adaptability of the imaging process

to real time imaginj. Holography is basically a two-step process

therefore is not readily adaptable to real time imaging wt h piezo-

9



electric detectors. in this regard it should also be noted that since

incoherent imaging requires finite detector averaging times the frame

rate at which acoustic images are formed may be less than one might

desire.

The variety of acoustic imaging systems which can be devised is

certainly more extensive than the list piesented in Chapter II. In

this context acoustic holography must then be regarded siply as one of

many possible acoustic imaging schemes and it seems rather premature

to assess the viability of acoustic holography until other imaging

methods have been investigated experimentally.

Difficulties of unique importance in acoustic imaging are posed

in Chapter Ill. Specular reflection and attenuation will significantly

degrade the quality of images obtained by long range acoustic imaging

of objects in the sea. Specular reflection is the most severe

problem; it renders most objects mere highlights of extended objects.

The problem of specular reflection can be eliminated by using diffuse,

extended sources of acoustic illumination. Here again incoherent

acoustic sources, either natural or man made, may prove superior to

coherent sources.

In Chapter IV a theory of holography is formulated in terms of an

eigenvalue equation. This type of equation represents mathematically

the phenomena of wave front reconstruction. It is interesting to note

In order to provide real tie acoustic imaging by holographic
means and employing p-;szoelectric detectors it will be necessary
to form the hologram on some photosensitive material such as theheat developing film manufactured by The Minnesota Mining and

Manufacturing Company which can be dry-developed essentially
instantaneously.

10



that equations of this type play a central role in many scientific

disiplines. Following an outline of the eigenvalue formalism, the

holographic process is describea in terms of a diffraction theory

based upon expanding the fields in plane wave spectra rather than the

more usual treatment employing a double alplication of the Raylei.-

Soomerfeld-Green or Fresnel-Kirchoff diffraction integrals. Plane

wave expansions are used because the situations encountered in acoustic

imaging are often non-paraxial. Special properties of,the detector

which do not arise in the theory of optical holography but which must

be considered in acoustic holography are included in the theory. If

certain simplifying assumptions are made then the eigenvalue equation

possesses a cortinuum of solutions. In the more genral non-paraxial

case it is not known if there are any solutions: i.e., if perfect

reconstruction is possible.

Finally, in Chapter V the results of experiments are presented

which demonstrate that images of underwater objects may indeed be

obtained by acoustic means employing the techniques of holography.

These experiments involve a scanning procedure which proved expedient

for the purpose of demonstrating the feasibility oi acoustic holography

but which does not bear practical merit. Special effort was expended

to make the experiments representative of the type of situations that

-ould be encountered in practical undersea acoustic imaging problems.

For example, the frequency was low enough (1 P~z, X = 1.5 rm) to

providc a range of perhaps 50 - 100 m in clear sea water, the aperture

was a realistic size (approximately 1.5 m square), objects were imaged

in reflection rather than backlighting: and the ranges were 1.5 - 3 m.

11



Inclu&ded is a de5rxmstraien of the severity of the highligh Problem

mA~ sp-eciad techaiques for viEwing acoustic images.
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O -.?iER IIj

EL.&TS, OF SCAMAR 34AGIM

1. MI'M, A G 4L i BLEH IN SCAR WE P"AGATIGM

Optics, in the broad sense to be taken here, refers to the stuLy

of any propagating disutbance (not necessarily eletroagetic) de-

scribable by a real scalar fmction Y( , t) of position r and time t,

hereafter called the optical or win field. wiich satisfies the how-

geneous scalar w-ve equation

[c at

sbject to Cachy boumdary conditims on open space-time bc anes1 5 .

The dist--bance propagates through a udium M with ve1lcity :(r), the

position dependence of c denoting an itcageneous material. More

generally, the raterial dl also be anisotropic and dispersive and

we propagation therein more complex than that izplied in Equation

(11.1). Nevertheless, the extensive and important class of optical

phen-ena known as scalar imaging is contained in Equation (II.1).

Many quatities of diverse physical origin obey the scalar wave

equation, at least appreximtely, hence qualify as optical fields.

Amwng others we may list small altude acoustic pressure, velocity,

and displacement fields in non-viscous fluids, and the coponents of

any elect-omagnetic field. Indeed, under certain conditions, electro-

magnetic radiation in the visible spectrum (light) is fully represented

16by a single scalar field V(,t) referred to as the light waplitude

13



rmaging, the procef.ss of forming optica! rpreentatiens, is an

mortant and ven---ble bra.ch of optics which, Ustorically, has been

associatad almst entirely with light. In this d ter the =re imr-

tant aspects ,if scalar imaging theory w-il be extnded to encm.~a

related acoustic phenen as we1.

A general imaging situation is depirted scimatically in Fijre

!l.l - A silly or multiply comected regli,- 0, the object space, is

*'iltinate&' by a wave field v(rt) rdiari g from l--izms sanrce

-egion L. "ihe object scatters a field Y0(r,t) which, in gerteral, will

propagate in all directions. After passirg through the interveing
4

-editLm (rt) a portion of TO may happen to fall upon soame arraznge-it

of material F(r), the imagirg or focusing device. 1he inaging device

transforms the field 1, in the space 0 into a ne field , in t

space I, the image space, immiately adjacent to F. In the inage

space T I forms various spatial pattearns H(r,t) which sre optical repre-

sentations for the object 0. These patterns may be recorded for use a-

a later time.

For any given object, the exact configurat:ion of H has consider-

able latitude. It may be gecmetrically similar to the object in vhich

case it is know as an image and is recorded as a photograph. However,

in one iimortant situmtion, holography, H is an interference pattern

bearing little or no reserblance to the object; a record of this inter-

ference pattern is called a hologram. The eLhasis in the remnaiing

chapters is upon holography. However, before taking up this study,

certain elementary properties characteristic of any imaging system

14
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must be provided; in particular, basic relations governing resolution

will be formulated.

2. THE OBSERVABLES OF ACOUSTIC IMAGING

We begin by defining the observables of any imaging system. The

general propagation problem is to determine T(r,t) satisfying Equation

(11.1) and specified boundary conditions in space-time. The imaging

problem requires two additional constraints: (1) only certain func-

tion-ils D(r,t) of rptical fields are observable; i.e., can be measured,

and (2) '(r,t) is a stochastic function; i.e., a function which repre-

sents a physical quantity exhibiting random fluctuations in space-time.

Condition (1) merely reflects the properties of the apparatus

used to detect optical fields, namely that the output of the detection

elements may not respond directly to the field amplitude, rather to

various physical quantities D called image observables which are func-

tionals of the field amplitude. Condition (2) is a statement that any

physical process giving rise to optical fields is inherently statis-

tical in nature. The marner in which the field statistics will influ-

ence imaging depends upon the characteristics of the detection process,

the study of which we now take up.

A general class of image observables may be written as

D (r,'t) f f[T(r,t') ]w(t-t')dt' (i2

where f represents some function of the field and w(t-t') is a temporal

weighting factor. For example, the only detectors known to be

16



sensitive to light respond to incident field energy flux rather than to

field amplitude. Moreover, the response time of any known light sensi-

tive detector (photographic emulsion, bolometer, photocell, retina,

etc.) is much longer than the period of oscillation of light, hence the

detector output D cannot follow the instantaneous oscillations of the

light. Accordingly, Skinner 17 has shown that only the time averaged

intensity of light can be measured and the appropriate image observable
is

D(r) K['(,t> - ,t), (r,t (11.3)

where angular brackets K > indicate an infinite time average
T

-Ijira ( ) dt (11.4)
Tj

and superscript denotes complex conjugation.

Here we have adopted the convention that the complex valued

mathematical fields W are 'to be taken as the analytic signal representa-

tions of the real valued physical fields T,8 It is understood that at

the end of a calculation the physical quantity is regained as the real

part of the analytic signal, thus T = ReP. The infinite time average

is a mathematical convenience. It should be interpreted as meaning an

average over times long compared to the period of oscillation of the

radiation and the mean time between statistical fluctuations cf field

amplitude and/or phase. Devices obeying response (11.3) are known as

energy or square "aw detectors. Because all phase information is lost

i 17



in the time averaging process, they belong to the general class of

incoherent detectors.

Since the observable is intensity I not field i it is desirable

to formulate imaging directly in terms of the former rather than the

latter. However, this is not possible because the intensity in any

region is not uniquely related to the intensity on the boundaries

surrounding that region. It is possible to introduce a new function

called the mutual coherence function19' 20 r(rI  , t t 2

r(rl ' r 2 , tl, t2 ) = (rl,tl+t) (r 2 ,t2+t> (n.5)

which contracts to the intensity

as

12 _

(II.6b)

t1 + t2

and. for which the propagation problem is unique. Moreover, because r

is in the form of a correlation, the statistics of the field are con-

veniently included in this function. If the temporal dependence of r

is only through the time difference - = t 2 - t1 , r is stationary in

time and we may then write

r(r1 , 12, t 1 , t 2 ) - r(r,, r2 ,) ri2() (

18
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19The equations of motion for I2 (T) are well nown we merely repeat

them here

(II.8)
a 2r!2(T) ZR2 1 ..2V Irl2 (T) 0-2  3

22
a rT

Solutions for r12 may be found by the standard techniques.

Because acoustic fields are a mechanical phenomena, electro-

mechanical processes are required for their detection, and acoustic

observables may have properties quite different from the intensity

observable of light. The most common acoustic detectors operate

through the phencmena of piezoelectricity (quartz or any other crystal

lacking a center of symetry) or ferroelectricity (barium titanate,

etc. . We shall not enter into a detailed discussion of these mech-

anisms here but mierely point out that with either phenomena is as-

sociated the generation of an electric potential linearly related to

21the incident acoustic stress or strain . Provided the detector is

suitably terminated, the frequency of acoustic oscillations is so low

that the potential across the crystal will follow the instantaneous

acoustic field. Accordingly, for acoustic fields the fundamental

observable is

D(r~t) T (r,t) .(II.9)

Response law (11.9) belongs to the class of coherent detectors

and is especially important because many other response laws can be
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electronically synthesized from it. Among others we distinguish the

square law detector, Equation (II3), and the correlation detector

~~~D(r,t) = Y(r,t) *tS(r,t) I.0

where , t denotes time correlation according to the prescription given

in Appendix B, S(r,t) is a "reference" against which the signal is com-

pared, and T(r,t) is assumed to be of finite duration. A special case

. 22of (II.10) is the time-matched filter for which

D(r, t) (r, t) *t'Y (r, t) .(zn

Finally higher order detection processes, for example

D(E (11.12)

are possible.

3. TEMPORAL STRUCTURE OF WAVE FIELDS

Mathematically, imaging is simply finding solutions of the

propagation problem, Section (1), for the image observables, Section

(2). Since instantaneous amplitude is observable in acoustic imaging,

a formal analysis directly in terms of field rather than mutual coher-

ence is valid. In view of the linearity] of Equation (II.1), the

imaging process can be formulated as a superposition using appropriate

Green's functions. To see how the superposition should be accomplished

we must consider the temporal structure of the fields.

20



Wave fields are either polychrnratic or quasi-monochromatic;

purely monochromatic fields are impossible. For quasi-monochromatic

radiation the temporal spectrum (r,v) is confined to a narrow fre-

quency range Av about a central line 6 such that Av<<, and may be

written

*(r,v) = 4(r,v)e 6fv-;) (11.13)

where

(rv) O for ;v-(, =0 (11.14)

23

6 is the Dirac delta functionK md denotes time correlation ac-

cording to the prescription given in Appendix B. Acoustic fields with

sufficient spectral purity to satisfy the quasi-monochromatic approxi-

mation are easily generated; indeed, spectral purities exceeding 1 part

in 106 are cormon. Unless otherwise noted, the quasi-vionochrmatic

approximation is hereafter assumed valid.

Applying relation (B. 7) for the inverse Fourier Transform of a

convolution yields

(r,t) = (r,t)e- i t  ,(.15

.: the analytic signal representation for quasi-monochromatic fields.

It is a simple matter to show thaT &(rt), a function varying slowly

wi'th time, obeys the relation

9v-&(r,t) + k 2 (r,t) =0 (11.16)
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where (2r It is then clear that quasi-monochromatic fieldsiC
can be treated as purely monochromatic if the temporal variation of

Fis srall during some time interval c characteristic of the specific

problem to which (11.16) is applied. The time depen6,- ce of t can

then be omitted in Equation (11.16) and the result recognized a the

Helmholtz equation

v2 (r) + k2 r) = (11.17)

long familiar as the equation of propagation for purely monochromatic

radiation.

Now the only time spans of significance in imaging are those

required for an optical disturbance to propagate over the possible

optical paths from object to image. Calling the maximum optical path

Flength L, the characteristic tire interval for imaging problems is no

greater than

L : (11.18)

We then require that the time -' for to undergo significant change

be restricted so that

_L
L (>>.19)~c

An approximate value for -' can be obtained by considering T as

consisting of wave trains of duration T'. Then

22



= Const Itj < T/2

(11.20)
= 1 It! > T/2

Taking the Fourier Transform of (11.20) gives

Crv) i wCI21)
S VT

so that

1
T~ (11.22)

AV

Therefore. in order to treat the fields as purely monochromatic we

demand

AV << or L << (11.23)

For example, if the radiation is a 1 M4z acoustic signal dth spectral

6purity of 1 part in 10 then L is approximately 1500 meters in water.

The foregoing has been concerned only with determining the proper

wave equation. To complete the discussion requires additional ca-mnent

on the statistical behavior of the field, in particular on the ccpara-

tive time evolution of the field at two arbitrary points ri, and.r 2 in

space. The parameter which measures this is the two point temporal

cross correlation or mutual coherence function rl 2 ( r) previously

defined, or a related quai, the complex of coherence Y1 2 (e)

which is normalized so that

23



-0 iY12(T)I 4 1 . (11.24)

By definition

Y12() (11.25)

[rn(O) r 7-2(o))

If tht two points r and 12 are allowed to contract to a single

point in space Y1 2 (r) becomes the normalized autocorrelation yl 1 (T) of

the field at that ioint; autocorrelation is a measure of the temporal

coherence properties of the field. If the time evolution of the phase

of the field is perfectly linear and deterministic then the time

structure of the field is correlated for all time differences -r and

Iy11(r)l -- 1 . (11.26)

We then speak of a temporally coherent field. This condition can

exist only if the field is purely monochromatic. For quasi-

monochromatic fields the autocorrelation vanishes beyond some interval

c called the coherence time; for quasi-monochromatic fields

lYll( = 1 T <<

(11.27)
=0 T >C

we identify T' with Tc

Temporal coherence plays an important role in interference

phenomena, particularly those involving the self-interference of
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optical beams. For example, the speckled images characteristic of

coherently illuminated objects occur when the scattered illumination

interfers with the incident illumination. This can happen as long as

the optical path length difference AL satisfies

AL << -c (11.28)AV

Since path length differences rather than absolute path lengths are

involved in (11.28) the latter is less restrictive than the condition

for validity of the Helmholtz equation. Thrus, we usually assume that

quasi-monochromatic radiation is temporally coherent.

The other limiting form for the complex degree of coherence is

of more importance in imaging. If the time difference - is allowed to

vanish, Y12 (T) beccmes the normalized mutual intensity Yi2 (0); tual

intensity is a Teasure of the spatial coherence properties of the field.

If the time evolutions of the phase of the field at two points in space

are in unison then the time structure of the field at the two points is

correlated and

ly 12 (0)I 1 1, all r andr 2  . (11.29)

We then speak of sp.tiall coherent fields. If the two time evolutions

are independent then the time structure of the field at the two points

is uncorrelated and

IYl(O)I = 0, r1 f 2 (11.30)

We then speak of spatially incoherent fields.
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It is physically impossible to obtain a field which is either

entirely coherent or entirely incoherent. The former obtains only for

purely monochromatic fields. For quasi-monochromatic radiation

Skinner 1 7 has demonstrated that an arbitrarily nmrrw power spectrum

does not guarantee spatial coherence anywhere, a somewimat surprising

24result in view of the van Cittert-Zernike Theorem 4 . Conversely,
= 7 arn25

Beran and Parrent have shown that any field for which yI2 (0) - 0

everywhere does not propagate, hence cannot exist except possibly es

rapidly decaying evanescent waves. Hence, for all quasi-moncchromatic

fields there will be some region over which spatial coherence will

obtain. Thus, in general

F7 '! "" -.__i <<  '

(11.31)

=0 I- 1I> a'l

where the condition a > 1 is necessary in order that the field radiate.

if the field is spatially coherent a >> 1; if spatially incoherent,

- a~l.

4. WAVE THEOIY OF IMAGING

Although neither completely coherent nor completely incoherent

fields are physically realizable, there are many situations of practical

importance in which the fields are approximately coherent or approxi-

mately incoherent over the spatial region of interest. We now study

the influence of the field statistics upon imaging processes for these
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limiting cases. The rnoti-vation for this imavestigazloa arises fG a

need to naximize acoustic i-r-ge qjality.

Accustic irdaging is beset with a zmltiwjde or: i~tatiar of

practical origin, most being attributed to the relatively lmg vm-te-

length of acouszic radiatiwl. The result is 2a.qstic im-ages o

rior quality, offten bareds discernable. Hpevei , siznre the ~ita

acoustic abservable isinstantaneous field ~ rather~ tip-a field

inesty, acoustic imagizg is w~t linited to ere-g deteztion v-r-

cesses as is light inaging. Other processes =ay be T~~ie

electronically. We wrish to cdeteina if inage q~lity r-ay be i~

over that whiich can be obtained with energy detecticm.

Oni the basis of B~xation (11.17) tlhe fonrtion of r irage uIth

quasi-rncrati radito a b e g ive as a svati2I 5s:?rtSSIric

of fields. To wit. see 'Fi&Jtre k4

t) 1H-32)

0

whee 1 ( 1 1 j~is the iwage field aplitUidP, ~%ti he oj

field amlitiaie, and G(L ,W9 is the Green's fia i the ;g

process; iL.e., the -field am-piitmdie at inag-e cocardmze iisg

plneI esltngf,-. a point SOLmce at oibject c-Orddite

lane- 0. For- Sizlicity assL.e- that the image fox~ation rprocess is

station-ary in spatial ccoGiatres;1e'

G 7 3Be-r-: (1.3
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Then

f-r t)G2Eo (11.34)

0

which is valid for isoplanatic image formation.

To proceed further requires -.hat the process be stated in terms

of image observables. For light the observable is

DWr = K(r,t)t*(r,t)> = (r) .(11.35)

Substituting from (11.34) and cam~nuting the spatial integration with

the time average yields

(11.36)

At this point the statistical nature of the optical field mist be

introduced. We distinguish two cases. If the light is spatially in-

coherent the time evolutions of the fields %(2:0,t) and VTZ,t) are

statistically independent and

<% 6(E&, t) Q*, (11.37)

Then
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11. I(rI) = (I r,t) 1 r,t) :

f-f G (rl-_!) G (El 6) 8(j<)) (E., t) o(r), t> d'rod r6

0fk
f iG(-_ o) 12<(Eo(t).38)
0

Equation (11.38) may be written in the compact form

I 1 (r) 1 o(. , IG(r) 12  (11.39)

the isoplanatic imaging law for incoherent optical fields when the

image observable in the output of a square law detector. Clearly, in

this case the image formation process is linear in intensity. By

employing suitable electronics, acoustic imaging systems may be

devised which also obey Equation (11.39).

If the field is spatially coherent, the time evolutions of

EO(Ot) and %(1,t) are identical except possibly for a uniform trans-

lation T(r) in time. To describe this synchronization it is convenient

to reference all fields to some standard s (t) which represents the

characteristic structure of the time evolution and which is normalized

so that

K s(t) )(t = 1 . (11.40)
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Then

&= (i t (,r)St+T(E)] (11.41)

&ot) : )&s[t+t(rIo)] , (11.42)

where &0(E0) and &0C are real constants representing the

"magnitudes" of the fields. To find the o(r) multiply the appropriate

defining equation by its complex conjugate, time average the resulting

product, and recognize that infinite time averages are invariant under

time translations, thereby obtaining

0 = K ~,t) oiot (11.431

= !K c!6,)%c~t)>(11.44)
The correlation between fields then becomes

(II.4S)

By suitable change of variables we obtain

S~~~ ~ [tK1) St+( T Sn) [n+(4)T(4o0> (11.46)

Edwards and Parrent26 have shown that the normalized autocorrelation of

a coherent quasi-monochromatic function may be written
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E!3

_r,t) *(r t+T = e i2 1TVT (11.47)

Thus

e . (IT.48)

Substituting (11.48) into (11.35) we obtain for coherent imaging

I) I -ZO O, (20 e
0 -27i

Gi(_r)-= * e d2r]

(rt) )(,t)>
_______________ ~l~j ~d r63

(11.49)

Note that II(ir) has been separated into independent Y0 and 5 integra-

tions. Thus

= fG > e dr 2

0 (11.50)

Defining an equivalent time independent ccoplex field amplitude as

Equation (11.50) may be written in t!,-c compact form

G(r) 2  (11.52)
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the isoplanatic imagLng law for coherent optical fields when the image

observable is the output of a square L-w detector. Clearly, in this

case the image fonnation process is nonlinear in intensity; in fact,

image intensity is not even directly related to object intensity,

rather to a complicated functional of the complex valued amplitude.

By employing suitable electronics, acoustic imaging systems may be

devised which also obey Equation (I1.52).

S. RESOLUTION AND FIELD STATISTICS

We now compare the characteristics of coherent (11.52) and in-

coherent (1I.39) imaging. When the radiation is IiI there are many

ways to make the comparison, depending upon the application, and it

is not possible to formulate a general statement classifying one type

of illumination as always '%etter" than the other. However, when the

radiation is acoustic there is no doubt concerning t:- choice of

criteria by which image quality is to be judged. Restricted apperture

size, long wavelengths, and coarse detector resolution severely limit

the resolution of acoustic imaging systems. Clearly then, the problem

of maximizing the degree to which details of the object structure are

resolved as distinct and similar details in the image structure mast be

considered of prime importance in acoustic imaging. Thus, it is ap-

propriate to examine here the relation between resolution and field

statistics.

To compare the resolution of coherent and incoherent imaging

systems begin by taking the Spatial Fourier transiorms of Equations

I11.39) and (11.52) (see Appendix A). From, the former
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i(s_ i0(s)[G(s)*G (s)] (11.53)

and froi the latter

II(D= [o(s)G(s)] [Uo(S)G (s)] . (11.54)

The physical interpretation of Equation (11.53) is clear. If the

radiation is incoherent, each spectral component IO(S_) of the object

boundary intensity has a corresponding spectral counterpart 1i(s) in

the image intensity except for zmltiplication by the complex factor

G(s)*G (s) R 1.(s); H(s) is called the spatial frequency transfer

function.

The zero-frequency spectral component II(0) represents an

intensity uniformly distributed in space, and requires special con-

saderation. Since Ii(r) is non-negative, i(O) > 0 unless Ii(r) = 0

everywhere, a trivial case. Thus, there will always be a background

intensity i(0) distributed uniformly over any image formed with

incoherent radiation. It is convenient to normalize each spectral

canponent of the image intensity to this background. Defining

Ii(s), -I( ) ( : ( s) (11.55)
1i(0) 1 0o(0) G(0) H(0)

we obtain the normalized form of (11.53)

(-s) : Io_[G G sv] : IoH(s_ (11.56)
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The normalized component Ii(9 is the ratio of intensity component

II(s) to the uniform background intensity i(O); accordingly, H(_) is

called the contrast transfer function.

Equation (11.56) can be used to determine the resolution limit

for incoherent images. Clearly, unlimited resolution demands

H(s) > 0

for alls (II.57

G (s) > 0

If, in addition, the image is to be aberration-free the constraint

G(s) = constant (II.5S)

is also required. Of course, no system with these characteristics has

ever been derised. The first condition can never be realized because

object details separated by less than a wavelength do not excite pro-

pagating waves. It is unlikely that the second condition will hold

over more than a small angle about the axis of the imaging system

(paraxial approximation) because of path length differences. More

realistically, we assume that for reasonably good imaging

G(s=l:( . Ti (11.59)

where

11(X) = ixl <1

(11.60)

=0 lI >l
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Then

H(V=A (. J)= sx)A~~ (11.61)

where

A(x)-l- lxi IxI < 1

(11.62)
-o tI > 1

These idealized forms for G(s) and fl(s) are shown for positive spatial

frequencies in Figure 11.3. We see that all spatial frequency con-

ponents of the object boundary intensity lying below s = 2s, are re-

soled in the image although the contrast near the limit 2sm will be

very poor and the Lmage barely discernible against the uniform back-

ground.

The physical interpretations .f Equation (11.54) is not as simple

as the interpretation of Equation (II.53). Whereas incoherent imaging

is linear in intensity, coherent imaging is nonlinear in intensity.
Consider an obje-t bou-n.ary field U containing spatial frequency

C.nponents up to s s.. The spatial frequency spectrum Uo(s) may then

be .witten

UO(S-) = U(s) 1(11- (11.63)
:

-here U6 represents the "strength" of each component. Since the zero

frequency spectral conponent UoO) may vardsh, Equation (II.54) cannot

be normalized in a meaningful way. Assuming again the ideal form
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Gs) 6(O). (F (11.64)

Equation (11.54) may be rewritten as

ICS) = F(s)i ~I\! -- ij*~J !zCO 2 m>

: (11.6s)sp, . 1 cZ)(0)2 so - so

f-ks * u JJ~ ~ 16(0)l!2 <

Relations (11.65) indicate that for spatially coherent fields

the image intensity may contain spatial freqaency coopnents up to

2sO -hen sm > so and up to 2 sm -hen s < s.. Hcn er, those image

com'onents in the range s > so in the first case and s > sM in the

secorA case do not arise frcm object co woents lyiNg wiithin cortspono-

ing ranges of the object spectrm, hence do not represent resolution

of object spectra above s. in the first case, above s mi the secnd

case. The spurious image spectra is simply a manufestatinn of the

interference which occurs as the coherent field propagates frcc object

to image. Thus, the coherent imaging lac (11.54) is interpretedz.

mean that all spatial frequency cozonents of te object bo-niary field

lying below s = s, are resolved Ln the imae.

Comparing the onm of Q-s) with the form of li(s) it is evident

that the contrast of coherent images is greater than that of in-

coherent images. However, because of the interfermce emnonna

alluded to above coherent irages suffer ftrcm edge ringin, edge dis-

17placment, -peckling1 , etc., effects wi-Ach are not present in in-

coherent images.
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when the object is uniformly illuminated, the resulting boundary field

10'k(U,y) at the object surface will be proportional to P. Typically,

for small variations of P about the nominal, the boimdary field will

assume one of the following characteristic forms. Either

U(x,y) = 2 + cos 2 7TSXx (11.67)

or

Uo(x,y) : Icos 27sxXJ (11.68)

or

.U(x,y) = cos 2nsx . (11.69)

Forms (11.67) and (11.68) represent objects which do not introduce

phase variations into the field (non-phase objects), fcr exaMple when

the object is * photographic transparency or a thin me. ,1 plate, Form

(11.69) represents objects which do introduce phase variations into the

field (phase objects), for exanple a suitably designed phase grating.

In many instances the r.bject will be of type (11.67). Certainly, this

is true of the acoustic targets used in the experiments detailed in

Chapter V.

If the boundary field is given by (II.67) then the boundary

izitensity lo(x) is
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0 W. x) = x) I1 (2+cos ) zs x

(11.70)

2"" + 4 cos 27x Cos 4tx

(2

" Thus, if the physical bounidary has a spatial frequency component s,

the intensity at the boundary will have an additional component 2sx.

However, this spatial harmonic will be only 1/8 the amplitude of the

fundamental component, hence can be neglected in determining resolution.

Therefore, for non-phase objects of the type (11.67) the spectral can-

positions of object, object field, and object intensity are substan-

tially the same and to resolve one is to resolve the others.

if the boundary field is given by either (11.68) or (11.69) then

the boundary intensity is

lo(x) =14 (1+ cos 4ns x)

Again for non-phase objects the spectral composition of intensity and

field are the same. In contrast, for phase objects the intensity

contains the first spatial harmonic 2sx plus the usual uniform back-

ground, where-s the field contains only the fundamental spatial fre-

quency sx. Thus the resolution of pha3e objects is different from the

resolution of non-phase objectb, and any statement comparing coherent

and incoherent resolution must include this fact.

In acostic imaging we shall have occasion to consider orders of

4the field higher than n = 2. In particular, consider U6. If the

boundary field is given by (11.67) then
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4 227

.[Uo (X) = + 38 cos 2wsX +
(11.72)

5 cos 4,TsxX + 2 cos 67r.Sx + cos (S12

If the boundary field is given by either (11.68) or (11.69) then

[Uo(x)] 4 = + cos 4,rsxX + -1 cos 81rsxx (11.73)

Again, phase objects are characterized by a predominance of higher

4order harmonics in the spatial frequency spectrum of U6 whereas for

non-phase objects the fundamental is still predominate. These results

are compiled in Table II.1.

We can now compare coherent and incoherent resolution directly

in terms of the object boundary itself. If the phase of the field

does not vary across the object boundary surface (non-phase object)

then, a we have shown, the spectral compositions of object, object

field, and object intensity are substantially the same and incoherent

resolution is indeed twice that of coherent resolution. Conversly, if

the phase of the field is not constant across the object boundary

surface, (phase object) then the predominate spectral component of the

object intensity occurs at twice the spatial frequency of the object

field. In this case incoherent resolution of object detail is no

greater than that of coherent resolution of object detail. These

resUlts are compiled in Table 11.2. Note however, that resolution with

coherent radiation is never greater than s whereas resolution with

incoherent radiation is .Lever less than se. For this reason incoherent

radiation may be of considerable utility in acoustic imaging.
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TABLE I1.1
Predoninate Spatial Frequency Component

Object ~ UU UU)

cos 2Ns s sx  2sx  2sx a

Jcos 2nSxI 2s 2s 2s 2sx

2 + cos 2nsX  sx  s s s

TABLE 11.2
Maxinmm Resolvable Object Spatial Frequency Component

n=2 n=4
Coherent Incoherent Coherent Incoherent

cos 2s x  sm  sm  sm 2sm

Icos 2,sxi sm/2  sm sr /2 2

2 + cos 2sx  sm  2sm  sm  4sm

6. ACOUSTIC AttGING WITH OJRTH ORDER DETECTORS

As we have stated, the fundamental observable for acoustic radia-

tion is instantaneous field amplitude; other observables may be syn-

thesized electronically. An analysis of acoustic imaging based upon

field intensity as the synthesized observable has just been ccmpleted.

We now consider another observable

D(_) = K[Y(rt)] 4  . (11.74)

Interest in 4th order detection for imaging follows from the

analysis of the preceding section wherein it was demonstrated that
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resolution with spatially incoherent radiation is often greater than

with spatially coherent radiation. Mathematically, improved resolution

arises from the convolution G(s) G (_j occurring in the spatial fre-

quency transfer function. The convolution occurs because the field is

spatially incoherent and because the image observable is intensity.

Thus, one is naturally led to consider imaging with higher orders of

the field, -ay the 4th order. lie now inquire into the optical

properties, particularly resolution of an imaging system Aen the

observable is K['(r,t) 4> Tathe tha

First, the time average of the 4th power of the field nmist be

calculated. To do this recall that for quasi-monochrmnatic radiation

'(r,t) = Re [R(r,t)e . (11.75)

Thus

T(r,t) = Ltt)e + (r,t)e-2 (.76)

2

Substituting (11.76) into <vI (r,t) 4 > , expanding, and supressing the

r and t dependence of E(r,t) yields

't)i)4 ~ * *4 eiiiit><16 
16y

+ l 3 ei41T + "*3e'i4 (11.77)
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Now consider the first term (11.77). Expressing the time depend-

ence of 4 in terms of temporal Fourier transforms and commuting time

and frequency integrations we obtain

4 i87rrv M ffff (vl)'(v2)'(v3)Z(v4)

[2 e2Y i (V+2+V3+4+4) tdt] dvdv2dv .

-T

Carrying out the time integration gives

FN i r^8 ,,vt\~ ~

16 _ - I jffff Z(vl) (v2) (v3 )4(v4 )
- -=o(11.79)

sin 2ir(vl+V2+v3+v4+4v)T

2i(vl+v2+vj3+v4+4v) T 1 2 d3v4

For quasi-monochromatic radiation (11.79) is readily evaluated.

sin 2r(v +V +v +v4+4v)T
As T becomes large 1 2 a becomes an Increasingly

2-r(vl+v 2+v3+v4+4v)T

narrow spike centered at vi+v 2+v3+v4+4v = 0. Further, recall that for

quasi-monochromatic radiation

(VI > 0 Ivi <A V
(II.80)

0 vI > Av

and << 1.

4
1i
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I
=t

Hence, in the limit of time averages over durations 2T long compared

with the .mean period li of the radiatikn, no cribinto fte

exists for wich both the sLnxlx "erm and all E(vi) are simultaneously

non-zero. Therefore,

0 (11.81)

Similar results obtain for the second, third, and fourth terms in

(11.77) leaving as the final expression for the fourth order acoustic

image observable

In passing note that by appying similar techniques we may show

" - (r, t) = )r, t* t) (11. 83)

long familiar as the expression for the intensity of pwrely mono-

chrcmtic radiation, and

"22+ <1 =Fr t 0 (11.34)

detm- nstrating that time-averaged odd order acoustic image observables

are not possible.

Substituting (11.82) into (11.34) and, as before, invoking

ccrmu rt bility of time arid spaFZ integrations obtain

46

-L



DI(r) ffffG(rT-r)G (rl-r 2 )G(rI-r 3 )G*(rI-14)

0

, t) o(0 ,t) r It) 1 ,It)> rId r2d r3 r14 -

To proceed further the statistical properties of the optical field

must be introduced. The situation for 4th order detection is more

co-vlex than for 2nd order detection because of the need in the former

to consider 4th order as well as 2nd order tire averages. In general,

the two will not be related; i.e., ,t)

is not related to <EOl(r,ts! 0(r,,t)> , and images formed according to
(I.85) will provide additional iroation about Le object region,

hopefully in the foea of greater resolution of object detail.

If the field is spatially incoherent then when the r. are widely-1

separated the time evolutions of the corresponding E(r. ,t) are statis-
IA

tically indeperdent and the fourth order time average m~ay be decoposed

into products of second order time averages tbus

or any perimtation of (11.86). Ber-an ani Parrent 2 have sh.n that

for any radiating field

K r * ~r~ > 0 i <f~iC~

!TT 7

= 0 Ir .i -r - > .%1A
El~ 

a..

Elg



meaning that as the separation between two field points beconmes less

than A(a(>l) the -orresponding tme evolutions for radiating fields

nust become correlated. The time average (ri,t) (rj,t may be

written in many different forms. For convenience we assume

0= KjIt> < (r ., t) 11I( iI (11.88)

Dquations kii. 86) and (11.88) are suitable expressions for the

4th order time average only when at least one of the r- is widely

separated from the other three. When all the r. lie within some small

distance SX of each other (B4,,>l,>l) it rmst then be assumed that

the decomposition (11.86) is no longer valid. In this case we take

' t ) Y .r ? 2 ) K 0 ( r 3 ' t 0 Q : t)>( I J .8 9 )

<K;- r, t) f it A I~)i

Thus, it is necessary to write the 4th order time average in different

forms deperNiing upon whether the field poits are separated or

clustered tog-ther.

Using Equations (11.86), (11.88), and (11.89), Erqpation (11.85)

bec =mes
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Usually C- varies slawly over distances c)X or S.) in the objet

plane. Then

D (- I- 2 x SC244 fW ~Crm I2Iwd~ro1
Lo

24 4 2 2
a A If f~ttjj ? dr +

Writtei sure cwpactly

2 +Lr~' 2 1.2

ihe .- ijaat ic in~n m a for spat-ally incedherent acouistic fields

enthe ii~ge obsera&le is the cutrput ofs a 4th lsa detector. if

DOQ is- statistically indepei"eit of T n(r), then an image form-ned

according to (11-92) nay ehbtbetter Teso"'iiztoa of ob--ect bmuzx-ar;

deta U tipan me tob~d according to (11. 39)

in order to satisfy c~fdti,--- 11.88) and (HV

it is neces ay that th u swl s the phase of th fil

-~,it&~be rani*d' -iztions of time- To stee this u-ri-te



E~~r~~t E (r. I~t) eiTt I.3

vicere, in genezal, te- modlus j frtjIl aw.d #Lase -4Crt) are statist-

cally indepen.dent anda fizictlicMS off time~. T'--,

I UT.j 6

ard It is clear that a snatially ibcherent field in the sene (IL 98

I cam be szesfa siwly by -sL-aing

I <e

~iihis possible Uf ;d(r,t) is a Suivably rxm~ f 0--- of tirne.

Hamever, iff;,~ is de terinistic then %n mId - are mz ir

dera tid v iolates cmelzitiiwn (U )- hereforae, inorier that 4th

o.rder detectio pruvide aitca innn=atim w -demand that. the

m,&A Ies are- -pze of the- frield be statisticallv e-t

fln-tilurs of time,

Fiels cUnths tye are called flixctm2zing flelds. t

fields n ay besyntlhes: byr emiqi i are sst ~ o

tlhe y Oc=a~ aur i as a -elzOf .ue~ r~ atii

ti" 3i~r! nte-osi-:g cbiect aV- i~age, a c==~~~ nt

sea.

TO test hecm-9enrim~ thtIM rae i-6i-~~ic

ba- -y detail is_ cb=zav ir -1 41t order tak th Szai
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D 27r a4X4  JGr * [G(27) 12] i0(D)

J -[~r 1 ----- "21

(11.96)
+r TT8X rG r)141D0(s)

As before the higher spatis3L frequency coriponents of the first and

second termas in (11.96) do not represent increased resolution of the

object. However, the third term presents interesting posibilities.

With no loss of generality assume G(s) = (-s). Then

IC(IG(214 as) G (s) G G(s) G G() . (11.97)

Comnputation of the four-fold ce'nvolution yields

3

53) 2Sm < ss < 2s
- 2 )'

E5 ( my± s~ -+ 2smys';s

32 3 x 2. 2
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Referring to Table II. it is apparent that for non-phase objects,

spatial frequency 90, the predominant spatial frequency component in

4
6(r) is also 0, although spatial harmonics throU0., the third order

will be present as well. Maximization of object resolution dxes not

reqaire the total spatial spectrum of be imaged, unly the spectx'n

of the object boundary itself. Therefore, if the object boundary cOM-

ponent f0 in U'$ is transferred to the image and is not lost in the back-

ground noise then the corresponding object boundary detail will be

resolved. Thus, in principle the resolution of any optical system

operating with 4th law detectors and spatially incoherent fluctuating

fields may be greater than the sam-e system operating with coherent

radiation.
Since only the JG(r)14 term in Equation (11.92) provides useful

imaging it is desirible to eliminate the other two. In principle this

may be accomplished simply by subtraction. Even so, the IG(r)1j term

cannot be too small or else it will be buried in the noise. An ap-

proximate worst case evaluation of the relative size of dhe terms can

be found by comparing contributions to the uniform background.

Straightforward calculation gives the ratio of contributions to the

uniform background from the first and third terms of (11.98) as

approximately

2Trre44 E!G(i)12 1°Cs)] * [GzI °s) ,~ B

2 r~ 4Grj 4 24
21 X [ G(r ) i~'] I 18D]

s=0 (11.99)
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where sx = Stay l/y^, y > 1. It should be possible to a-range the

field statistics 4(i and 8) so that (11.99) is ot thIe order 10 to 1

for typical y's. It may be that the desired effect will be too small

to be readily applicable to real time imaging systems. However, 4th

order detection could be useful for seismic investigations, such as

fault location, where real time imaging is of little value.

In order to understand physicaily why resolution of object

boundary detail shou.ld depend upon field statistics we m-tst distinguish

between resolution and total quantity of fnformation transferred from

27
object space to image space. The two are not necessarily the Same

The general imaging process involvea information transfer from an

object to some optical representation of that object via a field which

is not caupletely deterministic. The information is transmitted as

sptial variations of the modulus and phase of the optical field

amplitude; and is received, in the case of real time visible imaging,

by sane device which senses only time averages of various functions of

the optical field. Because of the time averaging characteristic of the

receiver the phase information will be lost, except for those situa-

tions outlined in the following paragraph, and complete reconstruction

of the object scene is impossible. However, resolution of a boundary

detail in the detected optical image requires merely that some intensity

pattern in the image can be isolated and uniquely associated with a

PFcorre.ponding boundary detail of tha object. In principle, the phase

FM of the field is of no consequence except to enhance contrast, in the

case of spatially coherent fields. Thus, resolution does not require

*the entire information carried by the optical field.
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For cowvenince we have clasif.ed optical fields imto nwo

rather broad categories L t upon idealized swtisical properties;

spatially zoherent and spatially nco e rent fields, clearly special

---es of -. - % " partially colhrent field. T-hese categories

B are ue-,fl because of tiir m-arkedly different 5bsvior uzder" time

averaging. Either class of field contains phase and aml;tue ii-ifor-
nmation, H,-ever, because of the Iong response time of the detection

process all phase informtion will be averaged out umless interference

situations (such as holography) car. be arranged. Interference with

coherent radiation is easily arranged; interference with incoherent

radiation entails considerable difficulty" 9 . Nevertheless, since

resolution does not require phase information we cannot conclude that

the resolution of incoherent systems should be less than of coherent

systems.

The question remains, why can incoherent resolution be greater

than coherent resolution? The answer is that vhereas the base and

amplitude relation between object points coherently illuminated is

independent of time, the phase and amplitude relation between points

incoherently illuinated is a random function of time and posit-on.

Thus, for incoherent radiation the detector output is a composite or

er eble over many of the possible illuminated configurations of the

object and we may expect that time averaging will provide additional

information, possibly in the form of enhanced spatial resolution of

object detail. For coherent radiation spatial coherence severely

restricts the number of illuminated configurations contained in any

time average; hence no new information is obtained. Clearly, the
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averaging t2ire iatst be long capred with the m~ean time betwaeen randcn

flu tudon otefeld Darmters oa- else the detected in-coherent

field will aiEqr as if it were a cohert field. We expec'. thnt ther~e

is a relation btkeen resolution &an averaging time forL any specified

statistical beh - icr of the field. This relation could be of use in

acoustic imaging.

7. ThD IOLNT RESMUMN

The resolution cczparsms given in Seciticns 5 and 6 are rathe-

M-tical concepts based upomx transformation of an object spatial fre-

quenzy spectrum into an ir.-ge spatial frecquency spectitii. Resolion

was compared strictly in terms &f the cutoff frequency of the transfer

function without regard for its shape. Althou&h in principle the eye

Fshould be able to resolve to the li tof the transfer function, be-

cause of noise and because of the hy&iogalprocesses involved in

vision there is no guarantee that this ill ever be possible. Thus a

moro- appropriate test of an optical system is based upon the ability off

the eye to resolve object detail in the i,.aRge. It is obvious that

contrast, hence the shape of the transfer unct-ion, Dust play an im-

portant role in determining visual perception of an image. However,

since visual perception is a subjective concept it is not amenable to

9 Drccise calculation. The best we can do is construct mathematical

models uhich approximate, the process by which the eye recognizes object

detail as being distinct.

One such criteria is the Sparrai two point resolution condition~0

Consider two idealized point sources symetrically disposed about the
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origin a the xI axis mr separtd b'y distame 2a. By t- Son-c"

.*~iion, the images of tw -sch points will be consider- dist

(€escived) ".ia the separation 2a beten object points is Sam that

=0

iX=O

We first apply (11.100) to s.Le law detection of incoherent

radiation. For si--licit.y consider line- swrcs parallel to the y'

axis rather t.an point sa 'res. ane' we ixwe

1I(x) = IG(x) 1o(X)
~(iI.101)

1o(xt) = 6(x'-a) + 6(x'+a)

and desire that separation for ;iich

I-' 'G(x-x')l 1 I(x')dx'|

ax- ixX=O II Ix=Oo0
(11.102)

= f ~IG(x-x')1 Io(x)dx t=
2- 0Ix' () x=O 0

0

Calculation oi (11.115) is facilitated by using the identity

f(x) = (1.03

hience after swe manipulation
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ii- - €I !"_.

~ir k IX7

. e (2'is) (s) ds -0-

into (11.104) yields the fcllaing cnitin upon thespcir.g of in-

c .erent line s=nrzes if th y are to be resolved by s -are 1515 detec-

tors according to the Sparrcw cri-terin;

'2t 3 - 8 a's)cos ,-as m + Sas, sin 4-asn = 3 (11. 106)

NIt is relatively simle to fird a rizrical solution to (11.106). We

obtain the ini-am spacing for Sparrow resolution as

2a~l = ~ - .6 (11.107)+ : .s _ s .

If the radiation is coherent then

iI(x) = I(x) G(x)12

~(.08)

3x) = 6(x'-a) S 6(x'+a)
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Em:;;1oerin 2eizs inhii to zncse used To cbr.-,I t±L1-104)gie

-f a xir -~ ~rb

-TIias -CX.,-

-i* - I -

2 (-a.-C _a
le2Ta~-S Je'ia 0

7=ia~-si 2rias-s' )12 iss')iss -(1

assuing G (s) G(-s);. Sibstituting[ -C~) = 
(1.110)

into (11.109) yields the fol1odg condi:ion po the spacing of

coherent lie sources if they are to be resolved by square law

iE detectors according to the Sparrow aliter ion-1;

4 2_ttsa cos 21sma+ (2;sma) -2] sin 2--s a= .0I.1



Thee m-nimmm,. spacin 5or rz resoluina is h

2a '6 - -S1 Ik MI

rar ~eeci~ of n£'-ira i -Mt ~iai~

D ) = %(x) G()-

and the Spar-mv reso1.ztio m- aitim~ thee lcca

I s - _-.II =
0 70 -(1.14

------ s3  -2t~ 1- S

-t < < 0

t ' 3 :

litere t=2s~ intC (11.114) yields the folloin condition ,-,m the

spaci-ng of ixic*erent, fluctuat1-ing line somres if they 8are to be

resolved by 4th order detectors according to the Sparrow criterion;

60



7-

sin ra~(t~--

EME

-'tz =-- z=. ==

2 - 1-.

je cbjects -'

it

cbem~t Ina orde s ~Aj.

mc cbd 0-t, 4th onider aG= s'

These ra-sats ageeMih p-ir ts- Cr the r-7.--

between sh-e of the =asfe. - 2~

resolutica. Far a aime2cf-If fezatcy -the Siarrtie so i is

61



8. REALIZABILITY

a. Averaging Time

A few comments of practical import are in order. A fluc-

tuating field will exhibit properties characteristic of spatial inco-

herence only if the detector averages over times 2T much longer than

the mean time A-r between fluctuations of the field. For a signal of

bandwidth AV

2T >> AT L(118

Conversely, real time imaging demands that a certain minimum number N

of frames be formed per unit time. Thus

2T _< or AV >> N • (11.119)

For acoustic imaging at the standard television frame rate (N 30

frames/sec) the required bandwidth is AV >> 30 Hz, probably AV = 300 Hz

is sufficient. However, for this bandwidth the monochromatic length is

g reduced (5 meters for v = 1 ?iz) hence the validity of the mono-

chromatic assumption must be reexamined for imaging over long ranges.

b. Space Bandwidth Theorem

In the preceeding analysis image quality was presumed

limited only by the Green's function for transformation of wave fields

from object space into image space. Resolution and size of the

detector was assumed not to affect image quality. Such systems are

termed diffraction limited. We now consider the constraints which must

_W5 627.-,69



be imposed upon the detector in order that the system may properly be

I considered as diffraction limited. This is of particular importance in

acoustic imaging because the wavelength/aperture ratio is large.

The constraint is known as the space bandwidth theorem, a

statement of the conservation of che space bandwidth product (SBP).

The SBP of any optical field or functional of the field is simply the

product of its maximum spatial extent and maximum spatial frequency in

any plane of interest. Clearly, the SBP characteristic of any detector

must be related to the SBP of the optical fields which are to be

detected.

The conservation of SBP between detected field and detector

is simply a consequence of the scaling properties of Fourier Transform

pairs; i.e., if

A(x) = A(s) (11.120)

then

A(ax) =(11.121)

If A extends only over a spatial range !xI < x andA only over a

spatial frequency range Isi < s then the SBP of A(x) is xmsm If the

detector extends over a spatial range lxi < xd and can resolve over

spatial frequency range Isl < sd then, in principle, if xds >x mSm

the field can be accommodated to the detector by use of an ideal

magnifier.
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Heretofore, it was assumed that the optical system was

space-invariant. However, in order to calculate the field of view of

any instrumenti it is obvious that a space-invariant formulation is not

useful since such assumptions imply unrestricted field of view. Thus

we must refonulate certain parts of the preceding theory to account

for the finite field of view of the instrument, In general for a

space-variant optical system

f 2

j G(rir)o(ro)d rO. (11.122)

0

For each position E0, G(rjO1 ) may be written as a function or -1:O,

see Figure 11.-4 , but this functional dependence will vary with 20"

We denote this cendition be written

G(r1,ro) : G(rE-;o) (II.123)

as the Green's function for a space-variant optical system.

In all practical situations, especially in acoustic imag-

ing, the Green's function will vary continuously across the object,

becoming less symnetrical in r1-2: near the extremes of the field of

view. Restricting attention to those systems which have been stepped

down so that the Green's function does not vary across the field of

view then

=~j1010 G(r1-Y)l ~ (11.124)
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iwhere rf denotes the edge of the field of view. Substituting (11.124)

into (11.122) gives for the image

i l : (11 .125)

0

which is in the same form as the unlimited field of view case except

that the original object field (r) must be replaced with an equiva-

lent space limited object field :(1.) ]
The relations for incoherent imaging then become

11( Ii~r) IrIr)12  , ( ioCr)] (11.126)

and

/sin 2rs r \sin 2Trsr \
- ( -- ) .-)- 2 ,T x x j 1  2 . f r * ( 1 1 .1 2 7 )

For coherent imaging

II()= G~r) ) ]2 (11.128)

and

i(: [_s rsin 21Tsr sin 2s r ] 1
I, Wx x y f

01 (11.129)
(srin \r /sin 27rs r \j

-*(s) [ * (s in 2 x / " -
2rrs / 2~ , I] J

Consider first incoherent imaging. The Green's function is

such that
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-- r > 0 < rg (9 ro
S0 othe(se

For conventional lenses rg is the spot size. From (II.126) it is then

clear that the image intensity extends over an area (r +rfX) (rgy+rfy)

in the image plane. From (I. 127) it follows that the maximum spatial.

frequency conponent in the image intensity is 2s- since

5- (11.131)

Thus, the space bandwidth product of the image intensity is

SBP 4s s (r x+rf (ry+r--) (11.132)

and in order that the image be diffraction limited the detector area

XY and resolution S. and S must be such that
y

XYSS A4s s (r+rfx) (r +rf) • (11.133)
x y mx my gx fx gy fy

For coherent imaging similar considerations lead to

XYSxS ¥  2ssmxs(rgx+rfx)(rgy+r _1) (11.134)

as the condition upon the detector in order that the imaging be

diffraction limited.

To reduce that space bandwidth expressions further requires

that the type of inoging system be known. For example, for a well
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corrected lens of large aperture rg << rf and to good approximation

(11.134) reduces to

XYSS 2s s r r . (11.135)x y mxMy fXfy

On the other hand, this assumption may not be valid for holographic

systems, particularly acoustic systens, hr- ce the full expression

(11.134) must be retained. In Chapter IV the space bandwidth theorem

appropriate for acoustic holograms is discussed.

9. IMAGING WITH NONLINEAR A TENWNS

6 In the preceeding we have considered imaging systems in which the

field scattered from an object scene is imaged by passing through a

suitable focusing aperture. An alternative scheme is to collect the

field scattered from the object scene by a highly directional antenna,

scanning the object scene with this antenna to m.ap out the object scene.

Various configurations have been devised for producing a narrow antenna

receiving pattern. Of special interest in this connection are the non-

linear antennas, in particular the Covington-Drane antenna20'53.

Because instantaneous pressure amplitude can be an acoustic observable

the Covington-Drane antenna is readily adapted to acoustic imaging.

Consider two receiving antennas, not necessarily identical, which

respond to instantaneous field amptlitude. The complex instantaneous

voltage output E for the two antennas may be written

,t) = f(r t)G1 2(r1 1)d2r (11.136)

0
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under 4:he same assumptions of temporal behavior as before. The antenna

patte7.ns G1 2 are measured with respect to a common coordinate system

and F,0 is the object boundary field distribution.

If the instantaneous outputs of the two antennas are multiplied

and a long time average is taken of the resulting instantaneous product

we obtain, assuming spatial stationarity,

r!, t)E2 C(r1 ,t)> = ot ,t

0
(11.137)

* ' 2 2
"Gl1 Ir - 1: ) G2 ( _ -10) d r o

d r0

As we have already shown if the fields are illuminated with spatially

incoherent radiation then

=o (:0 t (o> (11.138)

and we may write for the combined antenna outputs

<El(_h,t;'-*( zt) -  Io 1O)G1(rI-WG(r-- d ro• (11.139)

0

Taking the Spatial Fourier Transform of (11.139) we obtain

(11.140)
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For convenience degine an equivalent spatial frequency transfei

function H12(s) for the composite system as

Hl2(s) = Gl(s)*G,(s) (11.141)

Then it is clear that (11.140) is of the same form as (11.53), the

corresponding relation for conventional incoherent imaging with square

law detectors, except that whereas H(s) is an autoconvolution Hl2(S) is

a crossconvolution. This is an important distinction because one has

considerably more latitude in the choice of forms for crossconvolutions

than for auto convolutions. For example, the Covington-Drane antenna

consists of a two element interferometer and a uniform array of equal

length placed end to end. If a uniform array as large as the

combination has a response

Gs_ :I(S/Sm) (11.142)

then the response of the Covington-Drane system can be shown to be

1,2 (s) H12(s)/12() (11.143)

M which is plotted in Figure (11.3).

Many other responses can be synthesized by proper choice of G

and G2. The important point here is to note that since amplitude is an

acoustic observable, the use of incoherent acoustic radiation allows

one to cascade responses in a way -hich provides considerable

flexibility in the coniosite system response. The cascading is some-

utat different than usually found in linear -r optical systems because
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it is in parallel rather than series. It may prove fruitful to apply

this concept to imaging with more conventional devices such as lenses.

10. SLP.%kRY

The most serious barrier to useful acoustic imaging is the need

for physically enormous apertures. It is difficult to secure acoustic

detectors and focusing elements in the large sizes required for these

apertures. Moreover, the ideal acoustic detector should be in a form

analogous to photographic film. Such detectors have not yet been

developed. Thus, maximizing image quality and resolution for a given

aperture size is of primary importance in the design of acoustic

imaging systems.

In this chapter we have considered the effect of field statistics

and detector characteristics upon image resolution and contrast.

Considerations of this type are particularly important because the

choice of field statistics and concomitant detection process is the first

step in the design of an imaging system. (Until the advent of the

laser there was usually no choice for optical systems.) We have shoun

that for acoustic imaging there may be advantage to spatially incoherent

fields over i.oherent fields if diffraction limited performance for

acoustic lenses and mirrors can be achieved. Until experimental

investigation of incoherent acoustic imaging systems is carried out it

It remains to be determined -Aether achieving diffraction
limited performance is primarily a design or primarly a
fabrication problem.

E<
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is premature to conclude that holography is the "best"' technique tfor

acoustic imaging. It may be that hybrid systeirms ccsnbining con-

ventional focusing devices such as lenses with hoilographic techn1iques

(for example the stereoscopic meti od of ?.kCrickerd and George )are

optinum.
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3
wavelengths greater than 1.5 nm; i.e., approximately 3 x 10 longer

than visible wavelengths.

The significance of the restriction to relatively long wave-

lengths for acoustic imaging. is that, in imany situations of practical

importance, the wavelength cannot be assumed small with respect to

B characteristic dimensions (such as the standard deviation of surface

irregularities) of the object surface texture. Thus, most objects must

be considered acoustically "smooth" even though they are visually

"rough." This relation is the cause of an effect known to illumination

engineers and comnercial photographers as "high-lighting" and has pro-

found influence upon the quality of acoustic images. When viewed by

acoustic imaging rost objects will appear as diffracted highlights

rather than extended figures.

All object surfazes may be classified according to the fcllowing

characteristic forms:

1. smooth (curved or planar)

2. multifaceted

I 3. rough.

F Description of the surface texture as either rough or smooth is a con-

F venient categorization of the texture microstructure relative to the

wavelength of illumination under which the surface is viewed. However,

when referring specifically to the concomitant reflecting properties of

a given surface texture it is more customary to speak of either

"diffuse" or "specular" reflection, the former to be associated somehow

with rough surfaces, the latter with smooth surfaces.

KE
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3. THE CURVED, SM)OTH SURFACE

The degree to which an object will be highlighted depends on the

reflecting properties of the object surface, and the spatial and tempo-

ral structure of the illumination. A simple example will serve to

demonstrate the severity of highlighting in acoustic imaging. Consider

the problem of viewing through a small apert.ure (width 2a centered at

the origin y, z = 0) a specularly reflecting cylindrical surface (radius

r centered at y = 0, z = d) illuminated by a monochromatic plane wave

traveling in the z direction. An elementary analysis assuming geomet-

rical optics will show that the extremal rays which pass through the

aperture enia;ite from a very small patch (highlight) on the object.

Referring to Figure 11I.1, one finds the following relation for

the extremal rays.

- r -a sin 4)- d cos 4 +
(III.1)

cos € 'a 2+d2+r2-2ar sin €-2dr cos 4

which is valid providing r >> X. Assuming the paraxial approximations

sin 4 .4), cos 1 , d >> a (111.2)

we obtain

1 a2 a (111.3)

75



IEL

44

UU

r4 4 ) 4J

F2 II J I10

*- 4)0

4 .4J~ I) (1)

44.4) a) C

0 rb4 -3

ba)

C.-4 C-C

76



which is also the ratio of apparent diameter 2ra to actual diameter 2r.

Note that the highlight ratio is independent of object curvature, simply

a consequence of the geometry. Equation (111.3) is accurate to within

- 20% even when d a. It is also a simple matter to show that the

power density P received f'om a highlight is

p ccr (111.4)

d

as expected.

It is apparent from (1II.3) that the highlight ratio will be very

small unless the aperture is enormous. In Chapter V we present the

results of an experiment which dramatically illustrates the severity of

highlighting in acoustic imaging and verifies Equation (111.3).

The problem imposed by highlighting may be considered from a

different point of view. In principle, even though objects appear as

highlights, object size can nevertheless be determined approximately

from highlight size provided range d is known; range can be determined

by range gating or by using the focusing characteristics of holograms

or lenses. For example, such techniques might be useful for measuring

size distributions of a species of fish. However, the range over which

such techniques are effective is severely reduced due to highlighting.

According to the Rayleigh theory the angular resolution of an

apperture of width 2a is

_61X

r a (
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Thus, beyond a distance d',

5d' =a (I.6)

it will not be possible to determine object diameters less than r by

spatial measurements and it will be necessary to resort to intensity

measurements (Equation 111.4). Conversely, if the entire object disk

were visible the corresponding maximum distance of resolution would be

d 2ra (111.7)

.61X

and

d' 1 .61X~d 2

From (111.8) it is clear that the effective spatial resolution of high-

lighted objects is much less than the Rayleigh limit.

4. THE PLkkAR,SNJ0OTH SURFACE

From the preceding discussion it is clear that satisfactory acous-

tic imaging of curved surfaces is difficult to obtain. As we shall now

show planar objects present somewhat different although equally diffi-

cult iaging problems. Wiereas at least to first order, the hignlight-

ing of a curved surface is independent of its transverse position rela-

tive to the axis of aperture: the transverse position of a planar object

is critical. Consider the situation depicted in Figure 111.2 showing a

planar object (width 2b) parallel to hut offset f from an aperture
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__ (width 2a) and illuminated with a monochromatic plare wave traveling in

the z direction. if f + b < a then the entire extended object will be

imaged. If f - b > a then only the field diffracted by the object edges

will intercept the aperture, hence the object will appear as an outline

_ rather than a solid; i.e., the image looks like the gradient of the

object.

This can be seen analytically. From Appendix C the field reflec-

ted by the object in the plane of the imaging aperture can be written

3 a(Ya) f -- e _ d c (111.9)

N where

k 2 =k 2  2 (1.0

,-~i~ ikz -( KIIlO

i and is the Fourier Transform of the field in the object plane. If

~b >> X then it is permissible to take

Sk=k- (111.9)

and (1i1.9) beccnes

a Y = e d . (IIi.12)

Eandig the exonrer n sfial yieldsl i heojctpan.I
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ikdr 0
' eI~v + C-( )+....a(ya [C (=a 2 (11.13

where C is a constant. Thus, the only contributions to the image of an

offset planar object come from the space varying parts of the object;

i.e., the edges.

5. M LTIFACETED AND ROUGH SURFACES

The multifaceted surface is a random distribution of curved

[facets disposed about some smooth median surface. For example, the

barnacle encrusted hull of a ship might appear to be multifaceted for

long acoi stic %avelengths. An acoustic image of such a surface will be

a collection of highlights, one for each facet. As one recedes from a

Erimiltifaceted surface the highlights will tend to merge into a solid

form. As

ar

(111.14)

.6i~d
r 2a

where 1 is the average spacing between facets, the multifaceted

surface becomes a rough surface.

6. ILLII'ITION

Of course highlighting would present considerably less problem

if diffuse acoustic illumination sources were available. Unfortunately,
typical acoustic transducers tend to be point or collimated sources

rather than difftise sources. In visible optics such common sources of
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illumination as light bulbs tend to be poi-nt sources. However, there

is usually enough background diffused illumination to avoid serious

highlight problems.

One is thus led to ask wShether there is sufficient acoustic back-

ground in the sea to rerder a similar function for undersea acoustic

imaging. Figure 111.3 shows measurcments of average acoustic back-
32

ground noise in the sea as a function of frequency The tdo non-

biological curves represent upper and lower bounds for noise due to

mechanical sources such as wave motion, rain, thermal agitation, etc.

Noise due to biological or man-made sources is considerably stronger

and is typically found in the range indicated near the top of the

figure.

The dashed line dividing the figoare is the threshold level for

9- piezoelectric detection of acoustic radiation; this threshold is of

significance beceiuse piezoelectric arrays will probably play an

14important part in any future undersea acoustic imaging work

Piezoelectric detectors are attractive because of the very low

threshold and because these devices can withstand the large hydro-

static pressures i-hich exist even at moderate depths.

It appears from these preliminary data that noise due to

mechanical sources will not be useful but that the noise due to

biological sources warrants further im,estigation. For example, the

acoustic noise above shrimp beds is quite large and animals such as

the dolphin are km, to be the source of considerable sonic activity.

Simple man-made acoustic sources might include patterns of small

explosive charges or perhaps streams of resonant air bubbles.
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Figre 111. 3. Aveage Backrour AcouLstic Noise in the Sea
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In general, the problem of securing sufficiently diffuse

illumination appears Most tractable if incohere:t rather than coherent

acoustic radiation is used for il!mination. First, alzough it is

possible to obtain diffuse illmaination from- coherent sources, the

design and fabrication of the necessaxy diffusers and extended coherent

sources for acoustic radiation preseiat considerable difficulty. On

the other hand, as explained above it may be relatively simle to

3F obtain extended, incoherent sources from which diffuse acoustic

illumination can be generated. Second, of necessity incoherent

17* radiation mist diffuse as it propagates 7

7. AOC-(STIC ATrEMATIaN IN KATER

= Neglecting boundary effects due to the ocean bottom and surface,

gra the primary source of acoustic attenuation in water is viscous losses

and ipnmogeneities such as sediment and air bubbles. For pure sea

wi-ater the relation between less and frequency is shon in Figure III4

for various le-,els of salinity" . On the basis of this data it is

concluded that long rage acoustic imaging of underuater objects will

Sbe restricted to frequencies no greater than 1 ,4z; i.e., to

attenuation less than .5 db/m in pure sea water.

In addition to the intrinsic absorption of water one must also

consider the effect of dispersion of foreign material in the water.

Such dispersions can significantly alter the attenuation and smatial

frequency transfer function of the water medium. For -example, resonant

air bubbles may have an effective scattering cross section several

orders of magnitude larger than geometrical diameter. Thus, even a

relatively tenuous dispersion of microbubbies, such as might exist in
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NE the wake of a ship many hours after passage, could significantly

degrade the quality of acoustic images.

8. SMIARY

F .We have shown that highlighting will be a difficult, perhaps

impossible problem to overcome in undersea acoustic imaging. It

appears that approaches to the problem in terms of incoherent acoustic

_ illumination are the most promising. On the basis of attenuation

undersea acoustic imag-ng will probably be limited to frequencies less

than 1 MHz, hence to resolutions exceeding 1.5 rm.
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CHAPTER IV

HOLOGRAPHY

1. IMMOM ION
tU

In Chapter II we presented a general fol mlation of scalar img-

ing emphasizing acoustic applications. In Chapter III we presented

certain of the special problems which arise when acoustic fields are
used to image objects imersed in a liquid medium such as the sea. in

this chapter we turn to a specific imaging technique applicable to

acoustic imaging, a two step process invented by Dennis Gabor and called

wave front reconstruction, the hologram process or, more usually,

holography. We will concentrate on a formulation of the wavefront re-

construction process valid for large diffraction angles and including

features peculiar to the acoustic case.

It is not intended that this be an exhaustive account of holo-

graphy; only those features of immediate application to acoustic imag-

ing are considere Jh For compact presentations of the entire range of

holographic research the reader is referred especially to an article by

28 5Leith and Upatnieks and a book by DeVelis and Reynolds . Additional

reference to the current research will be cited in the text as appro-

priate.

Holographic imaging is basically a simple process and the

rudiments are, by now, familiar to most. An arrangement typical of

those for recording holograms with light is sh.n in Figure IV.l.

* Hologram was coined by Professor Ga-or from the Greek work HOLOS
meaning whole or entire. It is appropriate since a hologram
records both amplitude and phase of wave fields.
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Figure IV. 1. ,Tpical Arrangement for Wavefront. Reconstruction
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Briefly, a hologram is recorded by adding the field scattered from a

coherently illuminated three dimensional object scene to another

coherent field (the reference) and allowing their sum, a complicated

standing wave or interference pattern, to expose a photographic

emuision. Lenses are not required. A single spatially coherent source

provides both reference and object illumination so that the two will

interfere. Usually, the reference is planar or spherical, but there

are situations in which it is diffuse or may even be part of the object

scene. The transparency (called the hologram) which appears upon

L develop ient of the exposed emulsion contains a mapping of the object-

reference interference pattern. A complete record of the object field

amplitude and phase is storeA in this pattern.

Three dimensional images which are faithful replicas of the

original object scene are obtained from the hologram by illuminating it

with a duplicate of the reference. Usually two images of the object

scene will be formed; one real, the other virtual. The virtual image

corresponds to exact replication of the original object field, hence

the term wavefront reconstruction, and is viewed by looking through

the hologram as if it were a window. The real image may be observed as

an object suspended in mid-space between observer and hologram or it

can be projected directly onto a viewing screen.

Although light was assumed for purposes of illustration, theI procedures outlined above are applicable to non-visible optical fields

as well, for example, to acoustic or microwave fields. Strict preserva-

tion of the analogy would demand that acoustic holograms reconstructtacoustic fields, microwave holograms reconstruct microwave fields,
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etc. However, holograms of invisible fields which reconstruct

geometrically similar visible fields are more useful, therefore

discussion is restricted to holograms of this type. For example, by

acoustic holography we shall mean visualization of acoustic fields by

converting object-reference acoustic interference patterns into

geometrically similar photographic transparencies which, in turn,

serve as holograms to reconstruct visible fields geometrically siirdlar

to the original acoustic fields. In this way we "see" acoustically by

holography.

The motivation for holography in acoustics is not the same s in

visible optics. In visible optics the need is to record information

R of a three-dimensional nature on a two-dimensional photographic

emulsion in a form suitable for easy recovery whenever desired. In

this application holography is not a real time imaging process; lenses,

photoelectric devices, and the eye adequately serve that purpose.

Conversely, in acoustics the need is for real time imaging using

acoustic fields as the "illumination" but with the resulting acoustic

images somehow rendered visible so that we may "see" in otherwise

opaque media. Simple imaging devices such as lenses of adequate

quality are not readily available. More serious, as yet there are no

practical acoustic sensitive materials which are analogous to the

retina. Holography attains viability in acoustics as an imaging tech-

nique which does not require lenses, hence at least elLminates the first

stumbling block. Moreover, in certain limited applications real time

65acoustic imaging by holography has been demonstrated
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2. THE HOLOGRAM EIGENVAUJE EQUATION

The remarkable effects attributed to holography are well knoWn,

probably the most dramatic being the generation of virtual images of

diffusely reflecting or diffusely illmiinated three dimensional scenes

from two dimensional photographic transparencies. Upon viewing these

images with the unaided yc one observes what appear to be the

original scenes in total three dimensional detail including fore-

shortening, parallax, and depth of focus as well as the stereoscopic

sense of depth. Holographically generated scenes are thus

indistinguishable from original scenes.

This phenomena is explained in the following manner. The holo-

graphic scene cannot be distinguished from the original scene because

the hologram, when properly illuminated, diffracts an exact duplicate,

both in amplitude and phase, of the complex wave field scattered from

the original scene. We rmay say that the hologram process (recording,

developing, reconstruction, etc.) operates on a field in such a way as

to recreate this field at another time and place.

This relation admits of a simple mathematical repre sentation

which, because of its ele gance, has appeal. Denoting the fieid

originally diffracted from the scene by o(r,t) and the process

-herein the hologram P(r) is recorded by an operator Hl(r,t) which

operates upon OP holographic recording of a field may then be repre-

sented as

Hl(r,t),po(r,t) = P(r) , (IV.l)

the first step in holographic imaging.
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H1 represents some general time averaging 'process of the form (11.2)

by which the holographice record is formied. We shall assine it reduces

to a time average of the form (11.3).

Similarly, denoting the reconstruction process, whatever it m~ay

entil banoetrH2(r,t2 ) acting on the hologram P() we m~ay

write for the second step in holographic imaging

H21 t2 P (r) =P 1 rt)(IV.2)

where Y1 r~t2) is the field diffracted by the hologram.

Combining H1 and v. and defining the hologram operator H(r,t.1 ,t)

as

llr,tit) ;q( (r,t H 2  (IV.3)

we obtain for the entire holographic imaging process

H(-r,t,t -)IPO(rltl) = iP(r~t2) (IV.A)

For perfect reconstruction

q=~j7 hP0(r,t,) (IV. 5)

uhere h is a complex constant. Thus for perfect reconstruction (IVA4)

becomes[ hz . (IV. 6)
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Note that the coordinate system is fixed with respect to the hologram

because reconstruction should not depend on translations of the holo-

gram after recording.

Condition (IV.5) is, in a certain sense, unduly restrictive since

the field i is usually not directly observable. When only functionals

D of the field are observable then as long as the original and recon-

structed observables are identical the reconstruction will appear to be

perfect. In this case (IV.5) may be replaced with the less stringent

condition

Di(r,t2) = h'Do(r,t 1 ) . (IV.7)

Equation (IV.6) is immediately recognized as a form occurring

frequently in mathematical representations of physical processes, for

E example, in qiantum mechanics36 . For a given operator H(r,tl,t 2 ) only

certain functions pnd(r,t), the eigenfunctions, will satisfy this equa-

tion and only for special corresponding values h of h, the eigenvalues.

In general, to each eigenvalue correspond several eigenfunctions, the

number being the degeneracy d of the eigenvalue h . The eigenvaluesn n
may be descrete, continuous over a range, or a combination of the two.

Equations (IV.6) and (IV.7) may be regarded as describing a

general two step process in which information is permanently recorded

at time tl, not necessarily in recognizable form, to be recovered later

at time t in original form. Unless 5(r,tl,t has special properties,
2 2~~1 t~

an arbitrary field will not be perfectly reconstructed. Indeed, even

the best choice of H(r,tlt ) wi.ll probably not guarantee perfect
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reconstruction for all possible object fields, but only some (hopefully

large) class of them.

At this point, the description of holography as embodied in

Equations (IV.6) and (IV.7) is purely phenomenological; it describes,

approximately at least, the central feature of holography but it does

not necessarily contain any essential physics of the process. Before

concluding that (IV.6) or (IV.7) has any deeper significance or

utility, the processes operating in holography mst be studied in

detail in order to obtain explicit expressions for the hologram opera-

tor. Then the imlications of the eigenvalue formalism and the degree

to which this formalism is va] id and useful can be assessed in greater

Fdepth.

3. 1U NIQJESS OF HOLOGRAPIC RECORDINGS

Consider the general image recording situation depicted in

- - Figure II.1 where the image space I is composed of two parts, the

recording or detecting medium P (photosensitive emulsions, alkali

halide crystals, etc. for visible radiation) and the image forming

5t! device F (lenses, prisms, the eye, etc.). The simplest imaginable

situation would then be when I is composed entirely of recording

material with no auxiliary processing apparatus. Holography is co-

herent imaging with precisely such elementary configurations of the

imaging region.

Assu me object region 0 is illuminated with monochromatic, spa-

tially coherent radiation ;.(r.t) = (e - emanating from lt-ninous

source region L, (r) theni obeying the Helmholtz Eqvation (11.17).
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aElliptic equations, such as the Helmholtz equation, have unique and

stable solutions for either Dirichlet or Neumann boundary conditions

37,38over closed boundaries 7 ' That is, when the modulus and argument of

E(r) or tn(r) is specified at all points on sane boundary enclosing a

source-free region, the solution F(r) to the elliptic equation every-

where inside that boundary is unique. Referring to FAure IV.2, con-

sider the region M> bounded by some portion S of the surface of P, the

plane q extending fran the extremities of S to the sphere at infinity,

and the half sphere R> at infinity. 14 shall be known as the exterior

region and the field E inside this region as the exterior field

Accordingly, if S is of size sufficient to intercept all of the field

scattered from the object (E = 0 on q), and taking Eo(r) U, then
r -R

the boundary fields or z (KS) will bear unique relation to O>"

A similar relation does not hold for the interior field E

inside the interior region N4< bounded by the surface S, the plme q,

and the half sphere R< at infinity beca use the source-free assumption

is violated. Physically, the lack of uniqueness for %<is clear. In

general, there will be evanescent as well as propagating fields

associated with E<; the former cannot be uniquely determined from

%o(rs). Second, only thost regions of Nl< which radiate toward q will

contribute to o(rs).

Thus, regardless of the size of P it is necessary to partition

the scattered field % into an interior portion %0. and an exterior

portion > according to the prescription

So(r) o< (r)[1 - u~r- (r+ o_(r)ur - S) (IV.8)

where
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aperture may not provide complete resolution because the fields

scattered in respcnse to these very high spatial frequencies will be

evanescent rather than propagating. Thus, there will be irreversible

attenuation of the high spatial fi quency information transmitted from

object to recording surface. Depending upon the sensitivity of this

surface the information may be completely lost or, at the very least,

severely attenuated. Because of the relatively long wavelengths

associated with acoustic radiation this effect is of considerable

importance in acoustic imaging. Other investigators have discussed the

problem of recovering high frequency details in microwave imaging, and

39the partition of scattered fields into interior and exterior portions

Even if evanescent propagation is absent the recording medium will not

respond equally to high and low spatial frequencies, nor to large and

small field amplitude, nor to all directions of propagation. These

problems are also of import ance in acoustic holography.

A general observation on the nature -f the reconstruction

process will facilitate proper formulation of the eigenvalue equation.

Consider the reconstruction, Figure 'V.3, from the recording, Figure

IV.2. The hologram P, illuminated by coherent source C, will in-

variably be one of two possible types; either predominantly reflecting

or predominantly transmitting. For reflection holograPs the recon-

structed fields will lie in the interior region M , for transmission

holograms the reconstructed fields will lie in the exterior region M'

Thus both fields C0< and will be reconstructed in the same half

space with respect to the hologram P, even though they were originally

in opposite half spaces.
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A

Rq<

. so

M< Iq /M,>

Figure IV.3. A General Boundary Configuration for Holographic
Imaging, Reconstruction from Transmission Holograms

P Recorded hologram

S,S' Coterminal hologram surfaces

I, Virtual image

I R  Real image

C Illumirtion source
MW Interior space

M; Exterior space (all fields reconstructed
in this space)

q Partitioning plane

R<,R> Half spheres at infinity
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Thus, a peculiar feature of holographic imaging becomes evident

and the necessity for partitioning the scattered object field

according to Equation (IA.8) is clear. Since E0< and 0 originally

propagated in opposite half spaces with respect to the hologram but are

-!Ereconstructed in the same half space, obviously the holographic process

operates on interior fields differently from exterior fields. For

example, referring to Figure P.3 , consider that is everywhere

diverging; i.e., 0< and are both diverging, hence represent

virtual images of object 0. Exact reproduction of 0< everywhere

requires that over some surface 0', gecmetrically similar to object 0

(can be scaled in size or rotated in orientation), an exact duplicate

of the object boundary field %<(20) be formed. Since propagation of

the reconstructed field is clearly from left to right this formation

represents a real rather than a virtual image. Similar reasoning

applied to shows that it reconstructs as a virtual image.

There are other unusual effects associated with reconstruction

of the interior field. The most obvious is pseudoscopic inversion40

of the real image when it is viewed directly rather than projected on

a screen. Hoqever, this is not a fundamental distortion of the image.

More serious is the absence of very high spatial frequency details in

the reconstructed object caused by evanescent propagation of these

7 details from object 0 to hologram during recording and from hologram to

image 0' during reconstruction. High spatial frequency details are

missing from the exterior fields so their absence in the reconstructed

exterior fields is not significant. Of course, many other situation-

may occur but the foregoing example is representative of the
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fundamental differences which may exist between holographic imaging of

internal and external fields, and serves to illustrate that the normal

mode formalism may only be valid for reconstruction of the exterior

field. Therefore, anticipating that, at the very least, interior

fields will require different mathematics than exterior fields, the tw3

are separated in the formalism.

One further comment deserves consideration. Clearly, if the

above statements are true for the surface S, they are also true for

the coterminal surface S' or any other cotermir. . surface lying wholly

within the material P. Thus, a volume recording mediumi provides

redundancy in the recording of optical informacion. It has been

demonstrated that this redundancy can be used to increase image bright-

ness. For example, thick emulsion (multilayer) holograms have a

theoretical efficiency of 100% whereas conventional thin emulsion

(diffraction grating) holograms bave a maximum efficiency of only 25%.

A concomitant use for the redundance is to relax the constraints on the

reconstruction illumination ., in effect making the decoding process

for thick emulsion holograms even simpler than Gabor's original

method
4 1 .

4. GENERAL FORM OF TIE HOLOGRAM OPERAIOR, I

in Section 2 a hologram was defined as a generalized optical

record which, when properly interrogated, reconstructs a visible

* The classification of holograms as being multilayers, diffraction
gratings, or Fresnel zone plates is due to Professor Nicholas
George of Caltech.
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replica of the original optical field, hopefully at all points in space

(Equation IV.6). Geometrical scaling and reorientation of the recon-

~structed field relative to the original field is acceptable and because

the final result is to be a visible field, the quality of the recon-

struction can be judged only in terms of field intensity (Equation

The most convenient method of interrogating any optical record

is by reillumination of the record with visible radiation (r)e

For example, the information contained in a photograph is conveyed

quite simply to the observer by visual inspection of the developed

emulsion, which requires only that the photograph be well lighted. In

this situation incoherent, diffuse sources are superior to all others.

Gabor ' 8 ' recognized that reillumination could also be applied to

holograms, in a process he called reconstruction, and stated conditions

on the illumination required for this purpose. In contrast to con-

ventioual photography the illumination must be coherent and the phase

contours must be carefully controlled. However the reconstruction is

three-dimensional.

If we demand that the interrogation process be one or reillumina-

tion then in view cf the discussion presented in Section 3 we can state

that any optical record P(r) of the holographic type must be such that

upon illumination with ECjr) a replica of the original boundary field

o(rS is produced on the surface S of the hologram. It seems quite

likely that if

P( S) % (rs) (IV. 10)
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the required replication will be accomplished. More generally, the

hologram will be a weighted record, the simplest form being

where R is the weighting factor. If the hologram is thick then

(IV.ll) will hold throughout the volume of the developed hologram; if

the hologram is thin (IV.11) holds in the plane of the hologram. In

the latter case the operator H1 will be of the form

Hf ( )ER(r)6(r-.)d3r (IV.2)

where the empty parenthesis inside the integral indicates that the

operator has meaning only when it operates on some field % which is

placed in the parenthesis, and 63 is the three dimensior- delta

function.

The hologram may be considered thin whenever its thickness is

imrch less than the minimum fringe spacing to be recorded4 2 . Uthough

the validity of this approximation mist be carefully weighed when

dealing with visible hologrars 43 , it is almost certainly true for

acoustic holograns for two reasons. First, acoustic sensors used to

generate acoustic holograms are usually no more than one acoustic wave-

length thick. Second, the e'malsion of an acoustic hologram trans-

parency is usually much thinner than the minint fringe spacing

recorded thereon. Thus (IV.12) applies to the recording of acoustic

holograms.
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Exact calculation of the field i(r) diffracted by a developed

thick hologram transparency P(r) illuminated by a field C(r) is a

formidable task involving the scattering of electromagnetic radiation

from three-dimensional, semi-transparent volumes. Rigorous solution

requires a multiple order scattering theory including Bragg reflection

phenomena44. However, for thin planar holograms, particularly those

with binary format l(ri) may be written

= P(r)rr),r~Sdr (IV. 13)fi )gC Is rs

S

i'%iere according to the Rayleigh-Srmmerfeld theory

1 - [e k r l -S]~ ~G(zI'rS) : n Z-S

(IV. 14)

c~ ~ ~ ~~~i - E S IriI  IizlLIi

and fn is the unit vector normal to S pointing into the half space

45containing -I , or according to the plane wave expansion theory (see

Appendix C)

ikzZS) iK- (rl-rSd2
: <G (rjl,r!s)  e e d KI . 5

and k. and K are the longitudinal and transverse wave vectors respec-

tively.

* Binary formats are either completely transmitting or completely
opaque; there is no gray scale. Acoustic holograms tend to be of
this type although such holograms may not provide optinum image
fidelity.
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The hologram reconstruction operator H2 may then be defined as

H2(ri) = ( ) G(r, S)d zr  (IV.16)

S

and the hologram operator =H 1 H becomes

ff
M S

so that perfect wavefront reconstruction may be written as

i(ri= Wo(ri) = h ( .1r)&C(I)G rI ES)6 -IS)

M S
(I'. 18)

drd2rS

It is important to determine over what region (IV.18) is valid.

Consider a single point source test object located at Then

eik Jr5-rEO

%(IS (IV. 19)

If a hologram of this test object is illminated by a field with
-igt

e time dependence then in the hologram plane the field will be

o e- iqitei - -I

proportional to 2l S  which is in the same form as a

spherical wave diverging from the hologram plane into the exterior

region M>. Thus, (IV.18) can only describe reconstruction of the

exterior field Since by definition
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.o(s )  or.) 70 or-) (IV. 20)

Equation (IV.18) is more properly written

(r hf f r.o , (r)G(Idrd •
M S (IV. 21)

If the factor COER is replaced with its complex conjugate COCR

then upon reconstruction the field in the hologram plane will be

proportional to e e which is in the same form as a

spherical wave comrerging from the hologram plane to a point in the

exterior region. In this case (IV.18) describes reconstruction of the

interior field C< except that whereas the former converges to the

point, the latter diverges from the point. Equation -F1.18) should

then be -w-ritten

* rr * .3 (or)dod2rs
r ) = h J < ( r O ) R(rS( ) G (r _,r _s _ 3d 2

4M S
(IV. 22)

For any particular txdnsverse plane rI Equations (I.21) and

(IV.22) are of the form

=o X f(rS)K(r,rs)d2rs (IV.23)

S

Nuw in general &(r) i (rs) so that (WV.23) is a Frfdholm equation of

the first kind with kernel K(ri,rS) . In general K will depend on z
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and zS so (IV.24) represents a family of equations, one for each image

plane. Thus, (V.23) does not appear to be a tractable formulation of

holography.

Moreover (IV. 23) is incomplete. Unique reconstruction of _

in M requires not only Vowledge of the boundary field EO( S) but the

equation of motion; i.e., k, as well, This is particularly impqrtant

in acoustic holography wherein the k for recording is much smaller

than the k for reconst-uction; only the k for reconstruction is con-

tained in (IV.23).

Nevertheless, in an important nmi-ber of applications the two

wave mmbers are the same and it is then apparent frcm (IV. 23) that we

must have

=R(IS) crs) const (IV.24)

it is important to investigate the significance of the relation

(IV.24) between reference and reconstruction illumination. Expressing

the fields in terms of modulus , , and arguement € (IV.24) becomes

IIR(I S) le i() I (rS)eC(IS) - const . (N. 25)

Clearly, if

I R(!s)I = const (IV.26)

then by choosing C = R condition (IV. 24) is satisfied identically.

The most obvious of the forms (IV.26) is a single plane wave propagating
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in any direction. Another is uniform diffuse illimination character-

ized by random variation of the phase; again we must take C - R"

The foregoing are special but =nportant satuations frequently

encountered in holography. We nw consider more general reference and

reconstruction illmination including the so-called "ghost i nagir ' of
Collier, et a14 7. B- writing the referen-e asd reconstruction in

terms of general plane wave expansions o obtains

-* Sf *( 1<-<') "*r

C I ) WRC W .R_) 0

IV1.27)

-ee aRmj i a WC) are the ccrlex a=liudes of the cth directed

plane kzwe conponents of ER and r. respectively. ithout lass of

generality we may takeC 0. Cmnging variables acccrding to the

prescription

(V.28)
: 9 7

d-c' =

then gives
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Taking T 2s we see that (IY.29) i3 in the Z-am of an ines

Spatial Fcurier Transfomi so W*N is -,elaed to tbe Spaial Fanmiex

Tramb-foi of~ Conditicm (W-.2-4) tm~ 114ccimesB

0 <-. sC

-Qer L-e V<Ia an 2a is the e- cra size. - amdIl me cr.-.

'-ned srmal dis-mribticr; 11 m-3t r ufceU i-

theni (IV. 50) will va Isfor all in mrder tath Ilzzmimx mot

vaznish ev-en-iuere ue 1st take =c Y6. Mr-m, if a i reier

is used- tbhe identicax mir~ st be use z-.RLtei-mn c &-

Note that in g~ a a screte - f phrme 'c~sas e re

ca=%nrL be smde to -atisfy TW3) he croxss -mam tmes Vwil M-t
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b-n1e refer--re is spherical therme wMl be Ofrti

bm- 4 24A !9 £ 'so~I

it Ms w~ ft-t 207. - -- -!.Micn fhl x alccg the
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recording. As mentioned in the preceding section by so doing we

uniiquely specify the r'cQ- truction problem.

To avoid confusion Uie following convention will be adopted

subsequently. Acoustic fields will be denoted A, electronic signals

will be denoted E and visible fields (light) will be denoted V. Also

we shall adopt the plane wave expansion formalism (IV.15) for a variety

of reasons. For example, the analysis of acoustic holography must

depart from the usual small angle theory of visible optics for two

reasons. First, there are likely to be "near field' or Nide angle"

situations for which the paraxial approximations oi conventional

Fresnel and Fraunhoffer diffraction theory are invalid, the experi-

mental situations covered in Chapter V probably falling in this cate-

gory. However, conventional paraxial theories will remain useful for

calculating focal lengths since the conzept of focus is meaningful only

in first order theory.

Second, in visible optics no account is taken of the -directional

s-nsitivity of the molecules making up the grains of the photosensitive

emulsion since this effect is integrated over many molecules and grains

randomly oriented. However, for the bulk of acoustic work (including

the experiments presented in Chapter V) a different situation exists

because acoustic fields are detected by piezoelectric transducers 1

correct analysis of this case must include the directiopal character-

istics of the transducer and the sampling properties of the scanning

procedure. The directional nature of the receiver is determined by

measuring its response to an acoustic plane wave as a function of the

aigle of incidence. Obviously, any factor which depends upon wa.e
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number is most easily incorporated if the plane wave expansion

formalism is employed.

Finally, the most elementary holograms (holographic diffraction

gratings) are those made by the interference of two plane waves. These

elementary holograms are the basic building bluc's from which more

complex holograms are constructed. Experimental study of the proper-

ties of such holograms provides the basic data for holographic

research 1 . Thus, it seems natural to formulate the theory of holo-

graphy in a way which emphasizes this fact and which is related to the

most basic holographic measurements.

The acoustic field scattered into the hologram plane IS from

the object plane 0 is

_ 1 ff. i (rs-r ) ik (Zs-zo)ddr
A,,(ES)= 2O i (0) e' e A 0

(27r) 2.JJA

(IV.31)

In the S plane a hologram is formed by causing AO(2.S) to interfere ei-

ther acoustically or electronically (see Section V.4) to form an inter-

ference pattern which is imperfectly converted into an electror .c sig-

nal by a piezoelectric detector with plane wave response D(W). The

desired interference signal looks 'ike

E AR(rS) ff Ao()D(K) II x-)
EOK)R(l5) KE A(S ; T

(2n) iK (Y -r.32(

• e ZA : izp CZO) d2 Ar 0

111dlii
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where II(x) denotes the infinite array of evenly spaced one dimen-

sional delta functions

III(x) = 6(x-n) , (IV.33)

and KE is a conversion constant.

To produce a hologram, the field over the entire hologram

aperture must be detected and recorded, either by covering the aperture

with sensors or else by mechanically scanning one or several over the

aperture. An array involves two dimensional sampling, linear scanning

only one simensional sampling. The delta function arrays account for

the sampling procedure. Vertical scanning (y directed lines evenly

spaced d apart) was adopted for the experiments presented in Chapter V.

The interference signal (IV.32) is next converted imperfectly

into a visible transparency (the acoustic- hologram) according to

_- P(_rs= K, fS( s r;)Eo(m_ )ER,(m_)d r (IV.34)

where Sr,rr) represents the point spread function (spot size) for

the optical. display and Kp is a conversion constant. For an ideal sys-

tem S(ES,. ) = 6(r -r.) but this is never realized in practice. For

example, in the experiments presented in Chapter V the acoustic inter-

ference pattern in the hologram plane was displayed on a catb'de ray

tube (CRT) which had a minimmn spot size of 0.2 mm diameter.

The factor m accounts for a linear reduction of transverse

acoustic field dimensions by m to those of the hologram transparency.

A linear reduction is required so that the resulting hologram will focus
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inside the coherence volume of the light used for reconstruction and V
A

within a finite sized laboratory. ,

The acoustic hologram (IV.34) is then illuminated with coherent

light in order to obtain a sc newhat imperfect visible replica (recon-

struction) of the acoustic field AO. The reconstructed replica field

Vl(r1) in plane LI is given by

1~~ .if , __'(I-S iz I-ZS)d2  2r
Vl(jrI) (2)2 P )e e dZ I 2

(IV.35)

Substituting (IV.34) and (IV.32) yields

-CO

• III (Ir Ix S(IIS%1) •

(IN. 36)

"ee e e

2 2 2 ,2 2ro Aa s r5

Defining
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ER(r )In I

SisA (% -101 eikzA(Zs zo)

. (rl-rS izlZ) d2 A ~ ~ 2 ~
Qi'-') I i k-S v(zfzs)d Kd 2 r ,dI~ 2 ~ Se eAd S rW

(IV.37)

Equation (IV.36) may be rewritten as

V(rl) f JKm (rI,r)AOQo'd'r 0  (IV.38)

Nm holography will only be useful if it is possible to select

pairs of objlect planes such that in these planes the positional

dependence of VI and A. is geometrically similar. That is we desire

hVlr I Ao (r )  (IV.39)

m"nen (IV.38) becomes

,1(rT) h f A( dIV.4o

Now (IV.38) can be reduced to (IV.40) only by selecting special

combinations of z, and zo; i.e.,

z= f(z ) iV.41)
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where f represents a functional dependence yet to be determined. The

relation (IV.4i) is known as a focusing condition. When (IV.41) is

satisfied K reduces to a form satisfying (IV.40). However, even when

the focus-ing condition is satisfied (IV.40) may not be valid for any

field configuration A., only certain special ones Aon. Hence (IV.40)

is more properly written

An(ri) =Ahn f nOd,) o)d2 r(.42

where hn represents the relative "strength" of the corresponding

configuration Aon in the reconstruction.

Equation (I1.42) is imediately recognized as a homogeneous

Fredholm equation of the second kind with kernel Km (rI,W_, eigen-

functions ) and eigenvalues hn -

Over a period of years numerous authors have contributed to the

theory of Fredholm. equations. Certain of the properties of Fredholm

equations of special significance to holography are stated below with-

out proof'

1. Corresponding to the homogeneous Fredholm equation

(r) =X K~r,r')&(r' )d2 r '  CIV.43)

I

construct the inhomogeneous Fredholm equation

.(r) = g(r) f K(r,r')&(r')d2r '  (IV.4A)
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where g(r) is arbitrary. Then either the inhornogeneous Equation

(lY. 44) has a unique solution for any g(r), or the hor-'eneous

Equation (111.43) has at least one nOn-trivial solution C,(r) with

elgenvalue X.

2. An function A(r) which can be represented as a "source"

distribution in which K(r,r') nlays the role of a Green's function;

i.e.,

A(r) = K(r,r')B(r)d 2 r IIV.45)

where B(r') is arbitrary, can be expanded in terms of the eigen-

functions En(r) of K(r,r').

Although it is not known if solutions to (IV.42) (perfectly

reconstructed field configurations) exist in the general case, property

1 suggests that such solutions should exist. The second property of

Fredholm equations indicates thy: possible use of such conifigurativons

as expansion functions.

6. APPROXIMATE SOLUTIONS TO 7T1E EIGE\VALUE EQUATION

In order to reduce the eige nvalue eqruation to a form which is

readily solved uwe raist determine the focusing condition (!V.41). This

is most easily accomplished when the fields are paraxial. Then the k_.

may be expanded in a power series and only the lower order terms

retained. Although the recording of an zcoustic hologram is not

* generally a paraxial problem a simple arguement will show that the

reconstruction £r.n an acoustic hologram is always a paraxial situation.

Consider an acoustic planre u-ave tr-aveiling in the e.. direction

116



I

(wave number kA, transverse wave number KA where sin eA scA/kA)

generated from a grating of spatial frequency KA/2n. If the grating is

reduced in size by m and then illuminated with light at normal

incidence (wave number kV = hkA) then the grating will diffract a

plane wave in a new direction 6V given by

KV m A m
sin CV  - s ineA (IV.46)

Typical numbers for acoustic holograms (at 1 MVz in water) are m = 30,
3 -7

U - 3x13) , m/p = 10 -. Thus, even though recording an acoustic

hologram is likely to involve large angles OA , the corresponding

reconstructed angles e, will always be small, hence paraxial.

I In the paraxial approximation

k. =(k 2 - <) 1/2 - k - 1 K (!r.47)

For simplicity and without loss of generality take the origin of

coordinates to lie in the hologram plane so that zS = 0. Thea the KA

integration in Equation (IV.37) beccmes

D() e -*. eo -O d 2 i z /

e- ] 1 EV, -)/2;] (1V.48)

where we have used the relation
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e - e (IV. 49)

In the more general case the paraxial assumptions are invalid

for descriing the recording of an acoustic hologram and instead of

(IV.48) : nust urite

i. - e -i'zAZo .of D( A. e ". - t e 7-k a 'cA =

G(mr - 0*Dmr -V.50)

where
ikz 

0G(r_) = e UV.S)

Applying the Paraxial procedure to the icV integration, assuming

that the expcnential factors in K vary slowly in r canpared to the

display spread function S(rs,r), and assuming display spot size -.nd

shape is independent of position (not true for electrostatic CRT

displays unless restricted to the center portion) finally )ields

- K WA(.) ;  i(kz O- 2-0  iC- -)rj
K ( .r.,W^ = A kA2 e YIe

eee

1-8 - ( d
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where the finite size 2X, 2Y of the hologram aperture is included in

the function H(xs/X)n(ys/Y), and where

:d(r = S(]s)*[III(xs/d)lII(ys/d)] (IV.53)

is the raster function representing the composite effect of sampling

and finite display spot size. 7

To evaluate (IV. 52) we must choose ER and VC. Usually, sources k

of acoustic radiation tend to be point rather than planar sources.

Moreover, it will prove advantageous to use spherically converging

.avefronts du-ing reconstruction. Accordingly, we consider the

special but important case wherein

ikzR i('--A/'zR) Im-r- Lik C.
ER( )=ER e e (IN.53)

ikyzc i (ki2zc)Irs - IC .I
_ e e ; v4)

.. is a spherical wave -ith focus located at , ER ap-pears to be a

sphel-icao wave with foas Located at RZR. ER .y origiate from an

actual acoustic source or it =-v be an electronic si mlation of an

acostic source. (Electronic sLnilation is usually confined to planar

references.) With respect to the hologr= plane, l points z < 0

represent diverging -- ves, focal noii-ts z> 0 reresw-.t co-erg-.ig

waves.

bstituting (WV.531 and (IV.) hito (1V.52 yields upon

a -uting the conrvolution wi-th the rS integreation



F.

*C 2 C

i(kv/2zr -i(kY2z,)ri iik/2zkr
ce- e iy ,)6e- ,2pr

-f D veA 2i.cj/;)7

2-ei

2irS(k5Zz)-(,i~ 1  r',2z~)-(2z)r

7

-ed

;dhere v is a drzv-- variable reqired for tl-e convolution opvration.

The qd -.tcpase en a- rg, in "IV.SS) =-y be elini~nated

by taking the image plane z 1to be located at

Egmation(im 6 is the- f~r wdiich the fccusing conditim. (IV 41) take

for the approximate call 2azimon -e are cwzsiderizng he-re. in~s

condition is ouite useful be-azse tlhe ccevt of fbacus i eli n
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integration K becm-es

K const e -

J-- 1-' 2-i =-

I _ i~k 1  e

-,.Sic[2-~v k~vjzqj*dw~v 2TTid-.

*{sic[2 Y - k,] -

y ' IY*sw -t

c Ss)

-e ec~ e .tv--

As XarA Y b~carme large the SLi- nbe-acoe irrreasi:g~y

peaed~ar
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K(

kvrl/z I - / - AO/Z0 + mA[R/zR - kAv/z 0 = 0. (IV.59)

Further, if the angular response_ D(SA of the detector elements is

sufficiently broad, D(v) will be nonzero only in a narrow range about
~*

v = 0. Thus for sufficiently large holograms and for sufficiently

broad detector response K., behaves approximately like a two-

dimensional delta function and the r0 integration (IV.36) can be

carried out to give

i(kA/2zo) I1_M + ol2
Vi(rI) = hAo(oM + o) e (IV. 60)

E

where

1m(l - ZzR) + (P/m)(zc)

0 Q G/m)(zo/zc) - RdzR

.- m(l zOlzR) + CP/m) (z0/zc)

u 9

•ee"e e

Thus, from Cuations (IV.6), (IV.60,, and (IV.61) we see that to

. first order, and provided that the asstrnptlcrs stated above are valid,

~In order that the ideal detector response D(v) = (v) be
: obtained the detector would have to respond equally toT fpropagating and s to evanescent wves.
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the reconstructed image is a visible -rplica of the object boundary

acoustic field but magnified laterally by M, displaced laterally by o,

and magnified longitudinally by Wy!C. Similar expressions are obtained

if AOER is substituted for AoE.. The ::elations are

izo
2

(ZO/ZR 1) + lizOIzC

M mC. - l)

ma-Z 0 /Z;) (1J/m) (Zd/zC) f,62I(
0 !:RzO/zR !Cu/m)CzO/ZC)

m(1- zdO/zR) ('(./n) (z(/zC)

Relations (IQV.56), (I.61), and (IV.62) have been obtained through

different techniques by Meier 5 4 '5 5 ' 5 6 . To put these equations in his

form substitute lir for m, /li for v.

We now consider a special case which is of particular importance

in acoustic holography because of the ability to simulate planar

references electronically. If

zR zC  (IV.63)

such that

rR  rC
- conast = tan 0  C cost tan 8 (TV.64)

zR ZC

where 6R and e are the angles which the wave vectors of the reference
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and reconstruction plane -iv.s make -wth the normal to the hologrmn

plane, then the preceeding relations reduc- to

m

M ~(W.65)

S(rR R rcm tan c)ZO
0 =

m

The + sign indicates a real image, the - sign indicates a virtual

image. The last of relations (IV.65) is valid only for paraxial

reference and reconstruction plane waves. In the more general case

substitute sin for tan.

From (1I.65) it is clear that in this important case lateral

magnification does not depend upon the wavelength ratio, and we see

the desirability of minimizing the reduction m of the hologram

between recording and reconstruction. We also note that there is

distortion of the reconstructed object scene because the longitudinal

magnification is considerably different from the lateral magnification.

For example, spherical objects will appear as oblate objects in

reconstruction. Depending upon the parameters this effect can be

extreme.

7. EFFECT OF DETECTOR DIR rTIVITY

The directional characteristics of acoustic detecting elements
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A 2. field of view.

'-CMz condition (IV.591 the effect of the forn of D() upon resolutien

is clearly evident. A-- the ,Wular spectrtim Df.5) beccznes restricted, U

D~)becmzes Less sharply peaked acmt y - 0. TIs, in turn, requires

that v assume various non-zero, values in (ii. 59) tereby lead irg to a

reconstruction wh~ich is a superposition of various ii~ each at a

Slightly different lateral position. Thus, the reconstruction a~r

to be blurred.

In enxtreme cases this effect can lead to the appearance of

double images. For example, in the one-dimensional case if D(v) werea

a double-hmped pattern, idealized as say

D(v.) Jl(v/a) 11(t(v -b)/a] (IV.66)

%,here a is the width and b the separation of narra.w rectangular peaks,

then a double image would be formed. The corresponding angular

spectrum for the detector is of the form

Doc,) a sinc(- a; (f I ei~b (IV.67)

a multi-phased response. Thus, one muist give due regard to the

phase characteristics of the detector. In the case of piezoelectric

detectors this means desinging the structure to minimize internal

-reflections.

The dependence of field of view upon detector pattern is obvious

although it cannot be obtained from the paraxial equations. Clearly,
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_ objects lying at angles outside the pattern of the detection elments

-will not be imaged. This effect is prcbably more vmroncied in,
h. . e~lo-iy than in cmnentional imaging because in the latter

image point is formed by ray- converging to the point from all angles

inside the solid angle subt-ied by the lens aperture at the point

(provided t& L-cming radiation is diffuse). Thas, if a low f -fiber

lens is used staely some portion of the acoustic radiation at each

1-age point will lie w-ithin the detector angular response pattern. It

v-d be interesting to consider to what extent holographic tecl.niques

can be uscd to co-pensate for the detector angular response.

8. S ,'LE-A NKIIT PRODW FOR AMCSTIC HOLOGnMS

Space 1,anidth products have been calculated for visible

-34hologra!h , . The technique is to assume that the hologram size 2X, 2Y

is alwmrs so i.. ,g-e that the nmiber of Fresnel zones recorded is limited

by the film reso.ution rather than the film size. Thus, the limiz to

. resolution in vis ble holography is essentially the film, not the

aperture size. In this sense holography provides very great

ra resolution simply bc-ause of the extremely fine-grained emulsions

wihich are available. For film limited holograms DeVelis and Reynolds

have calculated that the one-dimensional space bandwidth product for[coplanar reference holograms should be approximately
SBP z * 6 4 smX(IV. 68)

where s is the maxibm spatial frequency which can be recorded by the

film and X is the film size.

In acoustic holography a different situation will often be
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enrcuntered. Here i- is quite lik-ly tiat the resolution of the "fild'i

or saw!ing procedure will be wore than aec- ate eni that he limit to

resolution will be simzply the filite x-.msber of Fresnel zones -Mich can

be accemdated in a relatively mail ar-.rt:-xe. For aperure linited

hoorm the Rayleigzi criterion gives an appratirate value for the

resolution. Thus, for acoustic ho1-gr-ms

2
SBP X , , 69)

i diere z0 is the distance between hologram- arZ object plan-s. Equation

(1_.69) is also valid for acoustic holograms in which the reference is

introduced externally arn the interfererc occurs electronically in the

display rather than acoustically in the propagating zedium. Of caxrse,

if the resolution of the display device is a limiting factor then

(11.6-5) applies but with sm replaced with sndlm 'ere is the

resolution limit of the display and m is the damgnification ratio.

Certain assimptions relative to establishing the contrast level

iuiich constitutes a "resolved" fringe are iiplicit in Equations (W.68)

and (IV'.69). Clearly, spatial coherence and film or display VF are

important in this connection. Here it has been assumed that the fields

exhibit couplete spatial coherence and that the M'flF is uniform up to

the cutoff sm so that fringe contrast is either cne(resolved) or zero

(unresolved).

It is interesting to determine the aperture size X for which the

E resolution becomes detector or film limited. Equation (IV.68) to

(R.69) we obtain
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X..~1- 2sX 1.0)2V

-nich is ien t of -avelength.. Ty-ically I < N < 2 for accstic

_____xmmol so for any re -able rarge the a=er -re required For

detector limited perfor-meae wil- be e,-m r7as, prohibitively L-ge.

For visible 1zlcgrams 1 < N < 10 so film limited perfor;--e is indeed

possible.

We have presented a form-dation of hologramhic imaging in terms

of an eige value equation ta irg the form of a hcmogeneus F-edhoim

equation of the s--ond kird. We give the explicit fom u-hich the

" i equation assze-s for awc.stic holograms, including such factors as

detector directivity, and present an analysis of the acoustic equation

under paraxial asstmptions. Even in this c;se there is longitudinal

distortion due to unequal magnification of transverse coordinates

SErelative to longitudinal coordinates. If the pa-raxial assz-tion is

invalid then the problem becomes even more caoplicated ad in general

all images will suffer distortion and aberration. It remains to be

seen if the general eigenvalue equation can be solved in the sense of

finding a set of object field configurations, the eigenfunctious,

w hich are perfectly imaged; or even to prove the existence of such

configurations.
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BETRTDI.~TS UI-InW3SIC TMU.GIXG BY HOLOMit

We have presented t rimes of scalar irazi camd 1cgi.::na WE

emtasizing acoustic ar-pi cations. ThIe uitte goal of acm'tic i-

ing is to obtain, in real tmvisible !=ages of cject-s id>Wdded in

media opaque to all but acaustic fields. We now -esent exminmts.

de -nstrating atair-rent of visible images of un-rmater djects by

acoustic means using t techniqms of 11s . Ts tod is

Iaw as acutch2r~n

Because of the nature of the exerilnts and diffjficulties in

perionmirg them, it has not been possible to illustrate each aspect of

the theory with an 2ppropriate experiment. Moreover, this research was

ME not intemid to yield an iiadiately practical i mi ntatia of holo-

graphy into acoustic imaging. Rather, we hope for the more limited

goals of showing that visible images of underwater objects can ind6ed

be obtained by acoustic holography, even with sidle euipment, and of

studying various properties off acoustic -holograms.

Before proceeding to a detailed description of the exqperiments,

we rust provide a motive for acoastic holography. Acoustic imaging is

a relatively new field, the first significant contrib1utions, due to

Sokolov, coming only in 1936 57. Until recently, activity in acoustic

imaging has been restricted to an occasional effort along conventional

lines; i.e., using acoustic lenses ir mirrors, or most often mrely an

R acostic shaow58,S9,061 The results have been only modere-ely
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5sccessfl aa, in any cases h rnges were =-ch shor-ier than reqoired

Rapidl proress in~ am utic inaging has be.- irnZed by t-A

-prl: (1 lac of suitable acistic de..*cta.rs, ana (2) dirzicilV

w~ith design and fabrication of a1beratim :1 x-xx ~wtic leases -ad

mirrors ith low acoustic 2os nd lzr ge apertlire. Sologra~izy p~

a u-y armx=4 the secondi probl'aa si-nly ty e >ating trhe reed f-or a

lens. Coiventicinal aging i: cbained by in=.-Achkg a carefilly con-

trolled-angulau disnersim into the -wmre field by ca:sing it. to pass

thrugh a precisely contca.ie zefractive lens material. in bolograty,

the dispersion process, i~i.h nreseuhts 7- _:riai and fabrication prob-

lems, is replaced by crprison with azi acowately, immin phase refer-

emrxe. In -aoutic bhlograj]iy, as will be demonstrated, this reference

can-easily be geneated electronically.

Other useful properties may be attributed to acoustic holography.

A-hologram contains information abon:t all crcss sections of the object

-scene at right angles to the direction of wraire propagation, even if the

hologram recordiing s:urface is two dimensional. -All of this information

is retained in a single hologram. Conversely, a lens requires refocus-

ing of the system for each object plane outside of the depth of field,

and only one depth -of field at a time may be permanently recorded.

Echio -ranging or sonar techniques require very short duration acoustic

xlses in-order to accurately determine object positions along the

direction of propagation .-hereas holograms may be made using continuous

as well as pulsed illumination.
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lrto a dmegmwa-ic e~ i-ica ex mo. Sem-SitIve toa zct %r ate

Tbei~ sv'm'1 d be at .1east 1&6 watim-m 7', pJ-l t~

~~~~~~~C ata kai ss-t!etc& ays be ___-4pe

-~ 32ar is mzc S2l!e thaa Or= resalmion uitan agflur-a %&C

-is uszalliv the lens. On the other Im~ in u ~I i jojv =w-sSY

tmon tile hel:.ogram itself is tL-ro-indeeii~et~ze. m,

Iforr a specified resolution hoeIr rbc system rem.iire a mxxh !arm

detection swac than" POSS5ATl a ur

Icouild bearaiged wherein m-pierl-ect 1=tc es is used be Z_

tlhe detection surfa -ce to reasm%112e sie- -witbut less owt

and -holograpMc. detection is used to -m-eate 5ar !h" lens

J diLstortimn

I n~~~ated objects are te stjiject of acurrstreerrfo ll-aci

iy , t hologa$m asist stiUI be regarded asaC r nag

Conversely, a lens will inge with~ iixmcbr A as iell1 2s

fields. Mo-raphiY~ thaus, has allU tL- M!,dtae ram ~

jim~aging system; i.e., loss of resolution me-. the %

coherent systmi, edge ri:ngig nd di.e-t AM SiedM r-,4 rho-

enaidich are discussed in (liate -n=-- elsbbre Athagh--I-

F other def ects of crazerert lmagin~ ay be Signif ican-l -- =d by iz

dif fuse rath ier than Ixaixt sca=rze j rInaticm Cm~luso res-l

is not thereby recovered. This shormtc,.nZ of bc],sg=if nay be
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particularly troublesome because there is not likely to be resolution

to spare due to the long wavelengths involved with acoustic imaging.

Real time acoustic imaging along conventional lines using the

Sokolov device has had some success in ultrasonic flaw detection and

64other short range applications , but this device does not appear to

have sufficient resolution or aperture for use as the detecting surface

in holographic imaging. Other efforts at real time acoustic holography

have been made, but, for the most part, acoustic holography must still

be considered a two step procedure in which the hologram is a perma-

nent record to be suitably processed for reconstruction at a later time.

ML The great need in acoustics, which has yet to be satisfied, is not

for sophistication but simply for any practical scheme which enables us

to "see" acoustically. Whether acoustic holography will ultimately

prove superior to conventional or other techniques for this purpose will

not be knowm for some time.

2. PHYSICAL ARRANGBENT OF THE EXPERtINE1,

The experiment, the physical arrangement of which is shown

schematically in Figure V.1 and pictorially in Figures V.2 through V.5,
is performed underwater inside an anechoic tank. The object to be

visualized is "illuminated" by a 5-cm-diam barium titanate disk driven

at 1 MHz (wavelength X = 1.5 mm in water) (see Appendix D). This fre-

quency was chosen because of its suitability for long range underwater

acoustic imaging. It appears, upon examining Figure 111.4, that I M*z

is the highest frequency, hence smallest hologram aperture, for which

the attenuation in water is below 200 db/km. Higher frequencies, where

ai-



Figure V.1. Arrangement for Making Underwater Acoustic Holograms

iC Carriage

H Hologram plane

fC Hydraulic cylinder (152 cm stroke)
F r L Acoustic illumination source

0 Object

P Probe (457 cm long x 2.54 cm dia)

iiR Receiver

S Tubular supports

WL Water level (usually 5.5 u deep)
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Figure V. 3. View of Top of Acoustic Tank

Plane of hologram coincides with opening in tank cover.
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Figure VA. Close-up of Scanning Mechar-ism

Probe can be seen in background, display CRO at left.
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F igure V.S. Detail of Scanning Mechanism

Position sensing potentiometers are at upper left and
low.er middle.
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EME
the attenuation is much greater, would be more suitable for biomedical

and flaw detection applications.

The scattered acoustic field is detected by a 3-am-diam barium

titanate disk mounted in a slender probe which may be scanned over a

130 an x 150 cm vertical plane located near the bottom of the tank.

(See Appendix D). The hologram plane was placed at the bottom in order

to minirize possible reflections from the air-water interface at the

top o' the tank. The scanning mechanism consists of a hydraulic

E cylinder, controlled by a linear two-way servovalve, for the vertical

motion, mounted on a lathe carriage and bed assembly for the horizontal

motion. With this arrangement any hologram size and spacing of the

raster lines may be obtained. To minimize probe vibrations and water

disturbance, the raster lines were always scanned in the vertical

dirLction from bottm to top.

The amplified output of the receiving transducer is ccmbined with

an electric reference by suitable processing (discussed in the follow-

ing sections) and then applied directly to the cathode of a Tektronix

type 561 oscilloscope thereby modulating the spot intensity of the CRT

display. Precision potentiometers cornnected to the hydraulic cylinder

r and the lathe carriage provide voltages which are proportional to

receiver position. These voltages are used to position the spot of the

CRT display, the modulated spot thereby tracking the receiving trans-

ducer position at reduced scale. The resulting intensity modulated

raster is time photographed and then photoreduced approximately 5 to 1

onto high -- solution glass plates. Visible reconstructions of the
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acoustically "illuminated" objects are then obtained from the reduced

hologram transparencies in the usual manner by passing converging or

collimated, coherent light from a laser source through them.

The time to record one hologram varied between four and nine hours

because a very slow scanning rate (5 cm/sec) was required in order to

minimize vibrations of the slender probe (2.5 cm diameter by 500 cm

long). In retrospect, the recording process could have been speeded

considerably by placing the hologram apperture near the surface, thereby

shortening the probe, and electrically gating the signal to avoid inter-

ference from surface induced acoustic reflections. However. this

author regards mechanical scanning as no more than a simple and in-

expensive expedient for gaining information directly applicable to the

design of holographic systems using arrays of transducers, possibly a

ore practical approach, but certainly a much greater undertaking in-

volving costly apparatus. Therefore, the lengthy recording time was

not thought to be other than a nuisance.

3. ACOUSTIC HOLOGMAHY WiTH ELECTRONIC REFER-NCE

Imaging by holography as analyzed in Chapter IN. An acoustic
holognam is formed by interference of ro ways fields; one, A(r),

-o originates from the illtmir.ated object, the other, A(r), is the

reference.

No restrictions are placed upon the object illumination other

than adequate spatial coherence (Section 11.3) and that the object be

well illuinated (Section III.6). Hawever, stringe.t requirm-ents are

placed on the reference; in addition to spatial coherence, the phase
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and amplitude variation of the reference wave across the hologram plane

must be carefully controlled because qujality reconstructions are

obtained only by illuminating the recorded and developed hologram with

an accurate replica of the reference (Section IVA4). Simple wave

fronts, such as aberration-free spherical or planar waves, are most

easily duplicated. However, within the limits imposed in Section IVA4,

the reference wave may be as canplex as desired, but this complexity

must then be exactly duplicated in the reconstruction il wiaion 4 7

In visible optics good imge fidelity is obtained for either case.

In acoustic holography alzthcugh in principle it is easy to

9 iLuinate!' the object, it is difficult to generate true spherical or

planar acoustic wavrefronts of reference quality; i.e., without severe

aberrations and mode effects vdiich are difficult to reproduce optically

and visual reconstructions from such, holograms may be severely

distrte 6 5

distrted Ho%-ever, perfect reference Twavefronts may be simulated

electronically by adding the amplified output E0(r) of the receiving

transducer to an electronic reference signal ER(r) wich is obtained

from the same 1 nft RF source idiicl. drives the illtuinating transducer.

That is, the reference is derived electronically from. a local

oscillator rather than acoustically in the tank. Electroic.

s imlation of the referen-ce is possib~le because piezoelectric

acoustic detectors are sensitive to instantan-a~as amlitudie rather

tlban energy (Section II. Z).

If the similation is accomlis'ed simply by addin the local

Oscillator sigral directly to the scattered signal without

intervening operations; i.e.,
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ERCE) ER =constant, (V.1)

the coplanar reference is obtained. This is a si~1e technique idiich

has been employed by oter-6 6' 6 7 ,68 . In Figure V.6 we showi a block

diagram of the apparatus used to generate coplanar reference holograms.

To simualate the inclined planar reference requires only a slight

ccmpicato69 the reference ampl1itude remains constant, as for the

OR coplanar case, but the reference phase varies linearly across the holo-

gram plane. The phase of a planar reference wave, propagating with

vector wave nmber k lying in the xz plane and making angle 9 with z,

in varies across the hologram plane as Ak sin 6. To simulate this wave

electronically the phase of the reference signal, &-rived frcm the

local oscillator, must vary similarly as the positioni of the receiver

chanmges. Hcmever, since large reference angles e re desired in

Leith-Upatnieks holograMS se that the real and irtul inages are

ccupletely separated , -the phase variation my be acc!lse in a

paticularly simple %Wy, as follows.

In order to uniquely -define the direction of the reference, the

field over the bologran plane mist be sawled at intervals Axat lst

as close as

WxKsiiu/ C V.2)

iWver, to aid mw~icus resolution effects the raster line a-t be

separted by at least we -eceivrefcieia tr a. Ih e the

mxim referee i 3ination a consistenz with both criteria is
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Figue V.6. Schematic of Coplanar Reference Simulation

0 1 M~z local oscillator
M Modulator and power amplifier (50 W RF into L)
L Acoustic illumination transducer
AC Acoustic coupling viLa propagation through water

R Acoustic receiving transducer
-A Amplifier

S Suing networke
U Electronic processing

C Cathode ray tube display
T1 Anechoic water tank
g Ground through water

144



CA~-. -g 'Y

MR N -- _ __ _ _ _ _

1=1

RS

Figure V.7. Schematic of Inclined Reference Slimlation

P Pulse generator (0.8 msec pulse at 300 Hz rr typical)

NrS PD Pulse delay (1.5 msec- typical)

G Gated amplifier

RS Inclined reference siimulation network

D Delay line (0.25 iisec)
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Figure V. 8. Maximn~ Reference Inclinatj -n for Scanned Acoustic
Holograms
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wihere P.() is the complex propagating acoustic field scattered by sbdie

coherently illuminated object 0 and kCS) is a suitable acoustic refer-

enco field. When such a transparency is reiiluminated with the refer-

ence A,(1), a field is diffracted by P(O) which duplicates Ao(_) in-some

region, hence Ao() is "reconstructed."

The procedure by which the informating containing term is obtained

depends upon the type of detector used to form the hologram. For exam-

ple, when the detector is sensitive to field intensity rather than

amplitude

P(r) A(_)ACO , NV.5)

and interferometric techniques are required to produce holograms. To

wit, the reference and object fields are coherently added (hence the

strict coherence requirements) and then applie.d to the detector. The

output of the detector is

A P(r) ,+Aj _)+2ReAo) Apr_) . (V.6)

Ideally, the fi'n processing is controlled to provide perfect

square law response. Then, if either the reference is large
L=

E2 2V7AjrC~) >> A() .7

or the object is diffusely illuminated

2A C ) constant (V.8)
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Equation (V.6) becomes

cW vr-ntant + 2ReA(r)Ar) (V,9)
- N-

the desired result.

If the fields are acoustic, amplitude detection is possible and

generation of the information containing term is not restricted to

interferometric technioues. As described in the prececDiag section, the

J-- .acoustic fields and Ak(r) are first converted by a linear process

into equivalent electronic signals EO(.) and ER(r) which are then

9M combined to form the hologram. If they are added and their sun con-

verted by electro-optical means into a photographic transparency accord-

-ing to a square law or at least power law transfoimation, the holograms

Bi thus formed are equivalent to those formed from visible radiation.

This technique was introduced in the preceding section.

ZThere is an alternative technique which offers certain advantages

* over the interferometric method. Instead of adding the object and

reference signal amplitudes they may be applied to a modulator which

multiplies chem. This technique shall be called heterodyne detection.

Consider the situation presented in Figure V.9 in which the

object and reference signals are multiplied in some sort of modulator M.

If the signals are monochromatic (radial freucicy w) the real output

E (r.t) of the modulator is

E.Art) Eor) cos fwt+0o(_)]ER(r) cos fwt+k(r)] (V.10)
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wher 1 and Rare the amplitdes and e and o R the phases of the real

signals. Using the relation

co csb cos(a + b) + cos(a - b)
~~cos a cos b. .. (11

the modulator output becomes

E-(rt) EO(r)ERCr) cos"2wt + O(_ + R +

Er)R(K) cos(4V) + R(!@]

Clearly, the output of the modulator contains a d.c. term which is

identica! with the desired standing wave term (V.4'

The second harmonic ccmponent is easily eliminated by filtering.

M , The filtered output may then be converted into a transparency according

-- to a linear transformation -such that

TE P(r) constant + 2RAO(r)AR(r) (V.13)

Holograms described by Equation (V.13) may have advantage over those

2 2described by Equation (V.6). First, the unwarted A; and AR terms are

automatically eliminated, regardless of the ratio AR/A0 or the proper-

- - -ties of A0 . Second, greater utilization of the transparency for the

storage and retrieval of object information is obtained. Third, by

performing the heterodyning in several stages high signal to noise

ratios may be obtained.
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Optimization of hologram quality requires that certain character-

istics of the hologram forming process be known, particularly the de-

pendence of amplitude transmission P on acoustic field amplitude A and

intensity I AA Acoustic hologram formation is conveniently sepa-

rated into the four stages shown in Figure V.10: () detection of the

acoustic field and mixing with the reference, (2) the electro-optical

conversion, (3) the optical to photographic conversion, and (4) the

scale reduction. Determination of the composite response for the

acoustic system is given in Appendix E.

6. M BRIQHINESS

An acoustic hologram is a mosaic of alternating light and dark

fringes, some either opaque or clear; others, varying shades of gray.

Ideally P(_) A(r)A (r), but the less restrictive condition that con--

tours P(r) = constant be geometrically similar to contours A(_)A (_

constant is usually sufficient to ensure good image fidelity in recon-

struction. For example, by increasing fringe rontrast it is often

possible to brighten the image without causing u-e distortion, par-

ticularly important when the hologram aperture is small as in thve

acoustic case.

In order to gauge image brightness for interferomtric holograms

expand P[A(r)A (r)] in a power series in A2 about soaw convenient bias

or "quiescent" transmission P(A) as shown in Figure V.11 obtaining
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p 4-Ip (A ~+. CV.14)
ZA

- If th-a exposure is-, rf triczted to thc Limzar range Equation V.14 becaw=es

using-V.6

- P(A2)P( ) + = * *~ 4

It is- convenient to chose -fur the emiansion, point .;, th

-expos r dwie to reference aily thereby obtaining

-P.4~ P WV.16)

Msi have already shim, the suirce of the- reconstructed fields is the

'FEcntiig RA~ ~ih ft. V.16, is proprtional. to the slope

of the trnmtac-exosre curve for the hologram. This, the recon-

structed intensity -will bie proportional to the -slope squared.

- -For heterodyne holograms the correspoiading 'relation is

P(A) =P(A) M ~A )2eI 0  (V 17I

-where- P(Ab) is the zero-signal transmittance of the transparency and

8 the slo pe of P(A). Again, image brightness depends strongly upon

slope -of the characteristic r.espcm.e for the transparency-forming

- ptiocess.

if The slope of the characteristic cueve may be related to the

visibilit or contrast V of the fringes -diich is defined as
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Clearly. ir--ge brightness- inceases vanialJy'Aith asilt

well1 as with sloe off the charrr-&ristk -nave-

The depedee of image brWt~sim rfere---re t3tsga

aliplitxie ratio is contained1 in Dinins(J) Cv (71. fnr

heterodyne detection -can be as l"rge as desirsvd wit-hin the Ctrsri

that the 6ujlsin is wet qper-atei ins a ntlie r rwtuted , j

dion aM that ~tsignals ;re- in the rge oxf firstorr
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multiplication by the modulator. Thus, using heterodyne detection very

weak signals can be amplified and holograms with adequate fringe visi-

bility obtained.

M In principle, a similar effect can be obtained with the inter-

ferometric process. However, Gabor' has shown that interferometric

magnification is limited by noise in the large reference signal. This

noise will mask extremely weak signals. Furthermore, in order to

reduce deleterious effects from the extraneous product term 2, the

Wreference amplitude must be made large. In so doing, the camera aper-

tture must be reduced so that P(AR) is maintained at some median trans-

mittance lest the film be hopelessly overexposed by the reference. How-

ever, closing the aperture decreases the slope of the c1aracteristic

curve, hence visibility and image brightness decrease.

In practice, certain departures frcm the ideal linear situation

M described above were found to be desirable. Two considerations influ-

enced choice of the functional dependence of P upon AA (1) minimiza-

tion of information loss in the reduction stage, and (2) maximization of

image brightness. Resolution of fringes in the reduced transparency is

Rlimited by the demagnification lens and is maximum for high contrast

fringes. However, it should be noted that it was found possible to

maintain, a gray scale with fair resolution in the reduction,

Maximum image brightness demands high contrast conversion from

acoustic standing wave field to photographic transparency. However

since high contrast systems have limited dynamic range, non-linear con-

version in the form of clipping will usually result. For interfero-

metric holograms the effects of non-linearity are minimized without
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sacrificing contrast by reducing the operating point of the character-

istic curve to zero transmission, as shown in Figure V.11.

Over most of the hologram plane the reference to signa7 amplitude

ff ratio AR/A, satisfies AR/AO > 2, at the signal maxima AR/AO > 1. Thus,

in regions of signal maxima the darkest portions of the fringes will be

clipped. However, such clipping produces negligible image distortion

because P(AA) is small in these regions even if linearity is strictly

maintained.

7. EXPERIMENTS IN ACOUSTIC IMAGING BY HOILOGRAPHY

The following acoustic imaging experiments were performed using

the techniques and apparatus described above and in Appendices D, E,

and F.

HOLOGRAM #1 (Figures V.12-V.16)

The simplest possible scene was chosen for hologram number one.

The scene (Figure V.12) is a view of the acoustic radiation pattern

from the illumination transducer (see Figures D.1, D.2, D.3) without

any intervening object and with electronically simulated coplanar

reference. Unfortunately, a 3 inch diameter airfilled standpipe

protrudes from the bottom of the tank inot the object space in front of

the hologram plane. However, since the central lobe of the radiation

pattern diverges narrowly (only about 100) it was anticipated that the

standpipe would not appear in the reconstruction. The hologram is

shown in Figure V.13 and the reconstruction in Figure V.14.

The central spot in the reconstruction is clearly the image of

the transducer, approximately a point source. Occurrence of a second
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Figure V.13. lOIgram n.

Raster lines are vertical. %

Regions of high acoustic field are black(.
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Figure V.14. Reconstruction frar Hologram #1
Left half of reconstruction has been cropped. Spot at left
corresponds to location of standpipe SP and transducer L.
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spot at the right hand side of the reconstruction is somewhat perplex-

ing. (There is also a spot on the left, symmetrical with the one on-

the right, but somewhat weaker. This spot is not shown in V.14.) By

selectively illuminating small areas of the hologram at a time it was

determined that the spurious images arise from the fringe structure

near the left and right hand edges of the hologram.

Two possible explanations for the occurrence of the edge fringe

structure are offered; one is based upon Moire fringe interference,

the other upon multiple reflections. Of the two, the Moire theory is

more likely. If an equally spaced line grating (Figure V.lSa) is

superimposed upon a symmetrical Fresnel zone (Figure V.15b) then,

70according to Moire fringe theory , a new fringe system like the one

show. in Figure V.15c will be formed. Note the appearance of

symmetrical Fresnel zones near the edges of the pattern in addition to

the original zone in the center. These spurious zones will form

diffraction spots to the right and left of the spot fTom the original

zone. Thus, by identifying the line grating with the scanning raster

and the central Fresnel zone with interference between the transducer

radiation and the ,:oplanar reference it is clear that the spurious

images may be a result of coarse scanning.

One may also explain the existence of spurious fringes at the

edge of the hologram by assuming that a portion of the acoustic beam

is reflected from the standpipe to both walls of the tank and then

from the walls to the hologram plane as shown by the dotted rays in

Figure V. 12. These doubly reflected rays will fcrm fringepatterns

similar to those found in the hologram. Of course, if either the
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(a) line. gratinag (b) Fre-sne1 zone

(c) Mire fringe system

Figure V.15. Effect of Scanned Sampling

Superimposing a line grating upon a Fresnel zone yields a

spurious Moire fringe pattern.
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walls or the standpipe is non-reflecting then this theory does not

apply.

Since the standpipe is filled with air it should be a strong

reflector for acoustic radiation. The wall is a different matter, The

walls of the chamber are carposed of a rubber cone structure overlaid

upon redwood paneling attached to a reiinforced concrete foundation.

The cones, approximately 2 cn high by 2 cm base diameter. form a regular

close packed square array. The reflected amplitzude of normally incident

1 MHz acoustic radiation was found to be 15 db below incident amplitude.

However, at sufficiently oblique incidence the reflection may be con-I siderably greater. This was not invwestigated.

The receiver characteristics introduce additional complications

which further obscure the exact origin of the spurious images in recon-

struction #1. First, cw illumination was used during the early holo-

gram experiments, hence coincidence techniques (range gating) could not

be used to separate reflections from direct radiation. Second, an

extremely sensitive non-linear detector was emJ.oyed in order to

maximize the number of fringes recorded. The output of this detector

was the same for weak secondary reflections as for strong primary

radiation. Thus fringe contrast could not be used to separate the two.

The detector departed from the simple linear amplifier system

shown in Figure V.6 because it was felt initially that the number of

interference fringes recorded must be maximized in order to insure

adequate rebz1ution and signal to noise ratio. This was accomplished

4by passing the signal through a high gain (10 4 ) amplifier stage

followed by symmetrical clipping before going to the CRT grid. See
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Figure V. 16a. The large amplification insures that even very weak

signals will produce sufficient signal at the CRT grid to turn the beam

on, clipping prevents overexpoztre and the concomitant loss of resolu-
tion and fringe contrast with signals tf large dyemic range, and the

synmetrical design avoids problems with d.c. rezteration.

The effect of clipping upon the transmission cont'ur of typical

interference fringes in illustrated in Figure V.16a. All fringe ampli-

tudes greater than AC are clipped so that A < AC. Thus amplitude

informtation is no longer encoded as variations of fringe contrast since

fringe contrast is essentially a constant. Amplitude also controls

E-- Nfringe width W, as may be seen in Figure V.16a; however, this is a

non-linear dependence (see figure V.16b) so that basically amplitude

information is not faithfully recorded in this type of hologram. Non-

linear-processes of this type are useful for high contrast objects.

-Hoiever, when a gray scale must be maintained - as with imaging of

E - biological tissue - then linearity Tmy be required.

iU HOLQGRWMS #2 THROUGH #6 (Figures V.17-V.19)

The holograms of this set are almost self-explanatory. The

Zobject scene for this group represents the next logical step up in

complexity from the object scene for hologram #l. The scene, depicted

schematically in Figure V.17, consists of an acoustically opaque screen

(3mn thick aluminum sheet bonded on both sides with 6 nu thick sponge

rubber) with a circular hole 14.3 nmm diameter in the center illuminated

from behind. Simple transmission objects of this type are ideal for

evaluating various acoustic holographic techniques because the hologram
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Figure V.16. Effect of Fringe Clipping
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fringe pattern can be easily calculated. Wlctorms -I. Zh~~-6~

produced in order to test the schme f br electre-ic ~i i~ f

axis reference hologrms as described in S~ection V.3.

The holograms, Figure V. M~ vere all taixg vith !he 20 z tit sti

illtm~ination. arel opaque sreen- zo1catic-ls; only tbe eiecir'amic xef-ei-

signal varied from hologram tohisor

object are readi'ly ;alailated; for L mct larger thaa x. W the

fringes are given by

(x-L sin 6) + y =2n)14 ra I -

iuhere ti 1, , ... ; L is the spacLr-g bewen hDee a=-- hologm-, x amd

lanth. an 8Fisthe angle e nlntcno h ih--pc

toa thes torme toogau theh olcanar Dianee

ratrlines being separated by 5.7 m-. Fiur Y. 18c is:ieti

exCl-Pt that the referemce signal is 'shi fted by -z ib ea c

tiethie shift -rewuired to inuevdefine the -efer-mre direct-x.

Me~ zt is visiI-ie in' th Mlogrn becuse :it z~ea- as 'Cose.-

o centric circles -*- -reas V. 21 predicts ~iya sizgle Set.Ms

dmlity is related to tle- Mbkire jtencaen nnted earl er. -I- MS~i~.t

ieliminated in .igure V. 1$by ame~in aditi-na Um ez

.Iof the preceding lines and w.--h reffevm!ce lxh s3ifted by a -
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Figure V.18(a). Hologram #2, 00 Simulated Reference Angle

Regions of high acoustic field are white.
_Factor of 2 (m 2) smaller than original acoustic field.
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Figure V.18 (b;. Hologram 93, 3.* Simulated Reference Angle

Raster line separation = S.7 im.i
Pfhase shift per line =/
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Figure V.18(c). Hologram #4, 7.* Simuilate? Reference Angle

Raster line separatiorn 5.7 Em.
Phase shift per line = r.
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(2.8 m) and the reference is shifted by w/2 for each new line,

Clearly, the ambiguity in Figure V.18c is a result of the finite

resolution (.17S lines/mm) of the acoustic sensitive "film." This

resolution corresponds to a photographic emlsion able to resolve about

420 lines/m, which is generally considered too low for planar refer-

ence visible holography. Figure V.18e was obtained using the same line

spacir4 as for V.18d except that the phase shift was ir between lines

rather than 1/2. This is equivalent to doubling the reference angle,

however, it is clear that ambiguity is again introduced.

Reconstructions from the various holograms are displayed in

Figure V.19. Tn each case the very bright spot represents an image of

the backlighted hole. It will be interesting to conpare the size of

the spot appearing in the reconstruction with the size of the original

hole. The hologram transparency is 1/26.4 the size of the original

acoustic field; the reconstruction, Figure V.19b is magnified approxi-

mately 12. Thus the reconstructed spot should measure approximately

7 mm diameter. Measurement of the reconstruction indicates that within

experimental error this is indeed the case.

In these experiments linear rather than clipped detection was

employed thus only the central diffraction zone of the hole contributes

to the hologram, the higher zones being below the threshold of the CRT

display. However, it is important to note that approximately correct

spot size is obtained even so. The higher order diffraction rings were

not required in order to obtain proper resolution of this hole. This

result is in agreement with visible holography experiments quoted by

-- Develis and Reynolds. If clipped detection had been employed then
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Figure V.19(a). Reconstruction fran Hologram i4

Reconstuction p~hotographed on Polaroid SS P/N' film with

.6328 micron laser illumination. Positive print made on

Eastman Kodak Kodabrciude F-S single weight paper.
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F Figure V.19 (b). Reconstruction from Hologram 15

Zero order is faint area in center, reconstruction is

RS bright spot near right edge.
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Figure V.19(c). Enlargement of Reconstruction from Hologram #

Figures V.19 (c), (d), and (e) demonstrate that recon-
struction is at least 20 times brighter than background.
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Figure V.19(d). Enlargement of Reconstruction fromn Hologram #S

Enlargement exposure 5 times less than for Figure V.19 Cc) -
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Figure V.19(e. Eniargewet or. Recons-tructon frcm 1-3cr~t

Erlargment exposure 2G times less than for Figirem V. 19(c).
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Figure V.19(g). Reconstruction from Holograms #3 and #4

TV at maximm contrast, minirmun brightness, illustrating
utility of TV displays for viewing acoustic holograms.
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Figure V.19(i). Reconstruction from Holograns #2 and 15

71 at wpaxinum con trast, mninimumn brightness, illustrating
utility of TN' displays for viewing acoustic holograms.
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the higher order diffraction rings would also have contributed to the

hologram and the signal to noise ratio might have been better but an

erroneous measure of the hole size might have been obtained. Clipping

appears to have some relation to the apodization techniques of con-

71ventional optics

HOLOGRAMS #7 MUM #10 (Figures V.20-V.28)

Transmission through thin planar objects is useful for evaluating

techniques and for visual displays. However, practical applications

particularly in acoustic imaging, require that the hologram be made by

acoustic radiation reflected from the object scene rather than trans-

mitted through the object scene. Thus, the remainder of the holograms

to be presented here are cf reflecting object scenes even though such

scenes are considerably more difficult to image primarily because of

the predominately specular nature of the acoustic reflections from most

cbjects. (See Chapter III.)

Holograms #7 through #10 were the first of the holograms made by

reflected acoustic radiation; the objects were simple reflecting laminae

fabricated from steel plate (#7 and #8) or alnrinum plate (#9 and #10).

Holograms #7 and #8 (Figures V.21 and V.22) were made with clipped

detection and cw illumination. The reconstruction is shown in Figure

V.23.

Holograms #9 and #10 (Figures V.25 and V.26) were made with

linear detection and pulsed llumination. The reconstructiorls are

shown in Figure V.27. Pulsed illumination was required in order to

prevent spurious signals radiated by the illunination transducer from
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Figure V.21. Hologram #7, O'* Simuilated Reference Angle

Regions of high acoustic field are white.
Bright spvot in center of hologram is the central lobe of
transducer L reflected frcom the object 0.
Raster line spacing =5. 7rr, 230 lies total.
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Figure V.2-. iologr.-. ~S '7.7* Simiilated Referemce Anrgie

Raster line spacng rmz~.
Phae siftDe- line
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Figu~re V.23(a). R--cm~srrction fr~ c -ga!

P~~t~rahedor. Polaroid 35 Pih im positive -print or
rEastmar' Kd oabaide F-5 sigle weighit paper.
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Figare V. 23(b) - Rec-3nstuction f ru Raipcgra W i7

Viewed directly by IT at rmedi-m contrast andi brightness.
Photograph of if monitor o. oari 46L £il=-, positive

- print or. Eas =--- Kodak Kbdabrmzide F-5 single -ieight paper.
Figures V.23(a)-Cc) illustrate the utility of viewing
acatzseic olgaswith television --vstm. 7-1- -variable
contrast, brightness, axnI threshold of these- sy. --z al.'lo
istanta-eac#-s and1 contim.azu adjustme-nz of th-e display for
optiim appearance of the izmage agairst i-- 'high wxise
bachiraw-m! characterist-Ic of' acaiszic- hoP46 S The. jitter

* - in~:Lherent Ln rVasters ricsbotherse-e stx-ckiing w:tci
seriouzs loss of resolution.
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Figuxre V.23(c). Reconstruction from lblogr-- T-7

Viewed directlyy IV at maximm cantrast, biht
riess, Clearly d'morstraung hat the reconstructed image
is actually rmch brighiter- than back-g-c. Vin
direcl--y by --ye or continx-ms tcne potO± cmscies
this fract.
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Figure V.26. Hologram #10, 00 Simulated Reference Angle

Ideiatica1 with hologram #9 except rseliespacing=2.8m,[ 195 lines total.
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Figure V.27. Reconstruction from Hologramn #9

Reconstruction from Holograms 0f9 and 110 about the same
even though raster line spacing is different.
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being recorded on the hologram. Sprious radiation was eliminated by

range gatLg the received acoustic pulses; a t.ipical pulse reflected by

the target is shmn in Fig!-re V.28. The structure at the pulse edges is

due to the difference in path length betwen the front arn back of the

transducer and between the various positions on t.e object and hologram

aplane. Care was taken to adjust the coincidence circuitry so that only

a narrow portion from the center of the acoustic pulse was used to form

Ea hologram.

The trianpular shaped notch used as the object for holograms #9

and #10 as .picked so that sane measure of the resolution of the system

could be obtained. The object was located approximately 1.7 m from the

hologram plane and it appears that object points separated greater than

12 mm could be resolved. This corres.-nds to 3.6 milliradians angu?7T

resolutic-. Conversely, since the hologram plane measured approxi-

mately 79 x 63 cm the Rayleigh criterion predicts that the angular

resolution could be no better than 2.3 milliradians. Thus, the

resolution seems reasonable for the aperture available.g

OWGRAMS #11 AND #12 (Figures V.29-V.31)

The next logical step in an elemei.ta-y study of acoustic holo-

graphy is to image objects with some measure of three-dimensionality,

the simplest of these being multiplanar arrays. Ir Figure V.29 we show

an arrangement of two laminae, one square, the other circular, situated

in non-parallel planes with the square approximately 9 cm behind the

circle. In Figure V.30 we show a conventional coplanar reference

acoustic hologram (#11) of this scene. In Figure V.31 we show a
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(a) In upper half of hologram.

(b) in louvr half of hologram.

Figure V.28. Typical Acoustic Pulses Scattered by an Object

Horizontal scale (time) =.2 m-sec/divisior.
Vertical scale (voltage input to amplifier G) .S volts/div

Note that the acoustic signal requires approxim~ately . 2msec
for rise and feill due to difference in path length froa
various portions of the object to the hologram plane. Only
center .4 msec of pulse was used for the hologrms.
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halogtrt (uPl ideurtkai -wrth, inoogrann in U eept tet hrts- onl Was

ge-nerated using corn enionAl -toerif-r P detetion, #12 wig Smirated

ui the beterodyne detet "m sc uutlined in Scim T.. By

Capa~-ing t-ie two helor-kTs it is clea that they are eadivalentecp
that the fringe contrast of f 2i esta l.iefring

cotrast. is easiy adjusted by chaqqin system gain and the =eo signal

intensity of the CRTT spot.

Thre reconstructions from helograms #1l zrA #12 are rather poor

for several -reasons. First, becmjse of the narrow beam angle of the

accus'tic Muhm ~ticn it was not possible to propeL),y, illuminate the

edges of the la-ninae hence the edges were not well defined in theF-T
recostrction. rer, because of the narrow bo-s azigle it was not

possible to separate the laminae further hence the depth of focus of the

r )whlogram overlaps the depth ef field of the scene and the two objects

apPOe2ar coplanar itt the reconstruction. Finally, it appears that- for

the s-zall apertures of acoustic holo1grams one vay wish to sacrifice

accurate linear display of the hologram fringes for a binery display

Adich improves signal to noise ratio at the expense of a cowletely

true gray scale rendition of the object.

It is interesting to note that the difficulties of specular

reflection are already clearly evident even in simple situations like

Figure V.29. Note that the acu-tic field in. the hologram plane is

composed of essentially two '%right patches". That on the 'left is due

primarily to reflection fromn the rouni object element, that on the

right is due primarily to reflection from, the square object element.

Now the angle of inclination between the two object p~.ans was only
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We have -rese"ted in the foregoi-g, acaustic Wlogr as of

various- cbject scenes of pregressibely more colicated sirs xire.

This procebdire ias adopted as temost logica imy in idiich to conmct

aelementay stLuidt of acoustic i-mging- By vegni. with extrsmel"

sile oJects, accurate measreents can te cmred with theoretical

calculations wihut urn difficulty- rhen, the special rc5lr s

josed by more realistic, bit also more cx _icated, scenes can be

readily isolated a: ; :;udied. We conclude this logical progressicn

with hoiogra-assIS d 114, holograms of a very general object scene

representative of those likely to be encountered in practical =Lersea

acoustic imaging situations. These holograms illustrate a serious

"bstacle to useful acoustic imaging namely the specular mture of

acoustic reflection from most objects. (See Chpter II.)

The physical arrangement for hologrxas #1- and #14 is shown in

Figure V.32. The object, whtich is viewed in reflection, is a

cylindrical underwater light globe housing with one erd spherical and

the -other end capped by a flat, bronze fitting. Hologram #13 is show

i : Figue V.33, and the reconstruction in Figure V.34. Unlike the

preceeding holograms, instead of a complete image of the object only a

diffracted highlight is observed. This is a characteristic displayed
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i Figure V.33. Hologram #13, 00 Simulated Reference Angle

i Fringe system at left due to cylinder, fringe system 'at
right due to spherical end cap.
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t

Figure V.34. Reconstruction from Hologram #13

- Specular nature of reflection from object is clearly -

evident. Object diameter is actually 15 times larger.
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IR
by most objects illuminated with acoustic radiation. The explmaation

is quite simple.

In Chapter III the role of surface texture in determining the

acoustic scattering properties of material surfaces was discussed. For

most surfaces, the characteristic depth of the texture is considerably

less than X (X = 1.5 Smm for 1 Nfiz acoustic radiation in water), the

fcharacteristic correlation length of the texture much greater than X.

Accordingly, most objects observed by acoustic means appear to be

smooth; i.e., the acoustic scattering is specular rather than diffuse.

In Chapter III we also discussed the consequences of viewing

through small apertures specularly reflecting curved surfaces illumi-

nated with plane or spherical waves; only the central lobe of the

WE diffraction pattern will be observed. Simple geometrical arguements

show that this lobe arises mainly from that portion of the reflecting

surface directly opposite the center of the viewing aperture, hence

the object appears as a diffracted highlight. The glass housing

M i(Figure V.35a) used as the object for hologram #13 is acoustically

smooth in the sense outlined above, hence ony would expect that the

reconstruction from hologram #13 would show only a diffracted high-

light. This is indeed the case.

To circumvent the highlight problem one usually rescrts to

diffuse illumination. However, generation of diffuse but coherent

acoustic radiation is not a simple task. Instead we choose to make

the object quasi-diffusely reflecting by attaching to it airfilled

glass spheres approximately 2.5 cm diameter as shown in Figure V.35(b).

This artifice simulates a surface texture with a characteristic depth

204
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C Bronze end cap
-CG 131ass globe

S Acoustically reflecting facets

Figure V.35. A Quasi-diffUsely Reflecting Object
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of several wavelengths.

The modified glass housing was replaced in exactly the same

position Ls for hologram #13 and a hologram was then made of the new

C object scene using the same hologram parameters as before. The new

hologram (014) is shown in Figure V.36. Note that it bears a certain

resemblance to #13 although many of the fringes are now considerably

mottled or even washed out completely. Of course, this is precisely

what one would expect as a specular object is gradually "roughened"

into a diffuse object. Many areas of the hologram exhibit very fine

fringe structures again indicitive of diffuse reflection.

EBecause the resolution of the CRT display was limited, the fringe

detail in the physical hologram plane was inadequately preserved in the

recorded hologram. By watching the spot during a typical scan it was

ZE apparent that there was definite, high contrast fringe detail in

the hologram at spacings as small as one fifth the resolvable spacing

of the CRT. To obtain the required display resolution would require

the use of a magnetically focused CRT. Thus, a useful reconstruction

from hologram #14 was not possible. However, simply by comparing

holograms #13 and #14 it is apparent that diffuse acoustic

illumination of rough surfaces will indeed allow imaging of the entire

object, not just the highlights.

8. WWt4RY

A simple scanning technique for generating acoustic holograms of

underwater objects in the laboratory has been described. Using this

system acoustic holograms have been recorded which show angular
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resolution of 3.6 milliradians, approximately 1.5 times the Rayleigh

limit. These experiments were performed at 1 Niz, a frequency suitable

for long range underwater imaging and detection.

Because instantaneous amplitude is an acoustic observable, the

reference field can. be simulated electronically. Moreover, by resorting

to heterodyne or phase detection the cross product term between object

and reference signais may be generated without the undesired

extraneous terms which occur in conventional holography. Holograms of

the Leith-Upatnieks type, with the inclined planar reference simulated

electronically, and heterodyne detection hologr=s are presented.

By using a CIr for the acousto-optic conversion it is possible to

synthesize electronically a wide variety of conversion characteristics

from linear to hard limiting. Because of the rather small apertures

involved it appears that hard limiting (high fringe contrast) or

clipping is often desirable in order to maxLmize reconstructed image

brightness.

Various other aspects of acoustic imaging are presented. In

particular, the severity of specular acoustic reflection is clearly

evident in these experiments.

Finally, the utility Gf variable contrast television displays for

viewing acoustic holograms is dnonstrated.
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APPENIX A

FMJIER TRANSF CONTfIONS

In optics we shall have occasion to calculatt Spatial Fourier

Transforms. Consider th. general function of position A(j) where

r xx y9+ zz (Ala)

and £, 9, £ are cartesian coordinate unit vectors with z lying along-

the general direction of propagation. Position in a specific trans-

verse plane z - zC = corst. is denoted rw here

=X + Y9+ Z (A. lb)

The Spatial Fourier Transform A(k) of A(k) is taken as the

two-dimensional Fourier Transform in the transverse plane z= zC.

Thus

A(xzc) f A(e 2ri xXC

f "2rik'S

fA( )e (d rc A.2)

with the inverse
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and v is the temporal frequency in cycles/sec. In general, the

Temporal Fourier Travsform depends upon position; this r dependence is g

explicitly stated. Positional dependence will always be denoted prior

to temporal dependence._
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~In

__ Convolution and correlation in both space and time are encountered.
SRI

-If the meaning is not clear then *r and * will denote spatial opera-r r
W-11- tons *t -and *t will denote temporal operations, *~ and * willt 5

WME denote spatial frequency operations, *V and will denote temporal

frequency-operations.

The following properties of convolutions will prove useful.

A(x) *B(x) A~)~)(B. 7)

AWx * B (x = A() (-s) (B. 8)

AWx B (-x) =A(s)B (s) (B .9)

A ) .(s) Acx)B(x) .(B.l10)

Me: following properties of correlations will prove useful.

A(x)*B(x) =A(-s)B(s) (B.l11)

M*

A~x)*B (x) =A(-s)B (-s) (B. 12)

MR

A(-x) *B(x) =A(s)B(s) (B. 13)

i(s)* i(s) =A(-xBx (B.l14)

In addition, convolutions and correlations are distributive,

MA associative, and commntative. From the preceding relations we obtain

(s) _) A(_s) *(_s)
E jA(x)J I A A) (B. IS)
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If the spectrum of A is real and even

IA(.) I A(s) * A(s) = A(s) * A(s) • CB.16)

I 2
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APPENIX C

DEC(JPSfI~ION M PLANE WAVE SPECTrMOf

Any field &QC~) satisfying the Helmholtz equation can be decom-

72posed, into a spectrum of plane waves thus

EE Q = (P, Z) = WCK)e Z dI (C-l)
-00

whiere W(K) is a weighting function giving the amplitude of the kth

directed plane wave component of E(~ and ic is the transverse wave

numiber

k K k ]cz

(C. 2)

Alternatively, the field can be decomposed into a spectrum of spatial

frequency components by taking a Spatial Fourier Transform thus

00 2 wise 2s
(rc) =f(s~zc)e ds (C.3)

Mhere

S x Sy (C.4)

represents a spatial frequency (number of periodic variations of any

physical feature per unit length), the directiun of s indicating the

orientation of the spatial variations in the transverse plane.
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Equating (C.l1) with (C. 3) demands

K 2lns (C. 5)

and

i1 (2rrs)z
j(szC) =(2rr) 2e z - W(2JTD (C.6)

Evidently

~(s,) =(2 1r, 2W(2rs)

(C. 7) 4
ik (s)

(a'zc:) = (s,O)e z-
ZC

Thus, the plane wave spectrum W(K) is preserved in propagating

between transverse planes but the spatial frequency spectum is not.

Even so,, it is usually more convenient to obtain the plane wave spec-

trum from the spatial frequency spectrum -rather than the converse. The

reason is that the fields of interest usually arise frc& sources

located on boundaries of known geometry. These boundary fields are

easily decomposed into known spatial spectra to which the resulting

plane wav;e spectrum is simply related. Thus, writing

W e Z C(C.S)
2i

the plane wave spectral decomposition becomes

~' tz 1 . i K-Q ik_(Mz-z)

2 18



22
Substituting

into Equation (C.9) we obtain

Finally

Ak (21sD {z-z' ) °

=3C ( ) e (C-12)

It is inviting to consider the equivalence of the plane wave

expansion (C. 12) with the Rayleigh-S&mmerfeld-Green expression for

diffraction by a planar apperture located in the transverse plane
,73

=

integral (C. 13) ca.n be written in more ccupact form as a convolution

where

(ee
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Equi;valence- of the Rayleigh then--, with the plane wave expansion

demands

A (e'._(z-6 iZ- 1 e = rCsx;;C

e A - (C. 16J

wIcth is aseuiaont to sai howntetotere r qiaet n

To prv (C16 we mut so

-ic i Jk 2-(2r) s(s cz ins3 ~y

(C. 18)

The rlatin (C~8) hs bendentatdb svrlvuhr
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APP M'IX D

JAPPARATUS DETAILS

1. AXWSUC ILUMMXITION SOURCE

The source of acoustic il1imination w'as a bari=i titanaite disk

(6.3 = dia x 1. 3 cm thick) driven iaiiger order thicknesmde atI I Miz, byr a crystal controlled oscillator andl pcwer& an-bifier deliver-

F ing 40 watts of r.f. power. n order to i~m ze conversion of r.:f.

Dowc~,er to acoustic power the disk wa2s air-backed, hos-ever, it is dotsbiful 2
that conversion efficiency exceeded 30%. The disK wams mountea in an

alliramn housing with 0-rings to seal against approximately 1/2 atmos-

phere pressure. Thie transducer assembly is sbo~n in Figure D.1 arA

D.2.

Standard calculations7 indicate tiat the angular be=m width

(first lobe) for a simple piston 42). di-amenter slould bse approximatetly

10. I order to increase this bear. width a horn. was place4 in front of

the disk. The resulting beam width was about 100. 1Te bea pattern is

shown in Figures D.3 and D.4. 'she lack of circular symetry is thought

to be due to the claming bolts iickh were located in a regular

hlexagonal pattern.

2. ACWUSUCt" RECEIME

The device used to detect the scattered acoustic. raiation was

a barim titanate disk (304 cm dia x .Z03 c-,- thick) operatirzg In thve

fudaental thickness mode. Because of rechanical prclem assoiated

with the ambientuwater pressure it was not possible to e-r-back the

disk although this u-culd have been desirable. The disk was mamted in
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a slender, tapered aluminum housing attached to the end of a long steel
-probe (2.5 cm. dia x 460 cm long). The acoustic sen-Sing element was

A coispled to an amplifier chain providing a voltage gain of approximately

S106. Because of the high gain and because of the proximity of receiver

* and- transmitter special precautions were required in order to eliminate

stray r.f. pickup in the receiver chain. Elimination of stray r.f.

pickup is especially important in acoustic holography because such

spirious signals will be manifested as a coplanar reference signal.

Acordingly, the first two stages of amplification were housed inside

the probe immediately adjacent to the sensing element and were powered

by self-contained batteries. Thus the low level stages were isolated

by at least 250 cm of 4ater. The receiver assembly is shown in

V-Figures D.5 through-D.8.

Stihnird calculatiocn 7 6 indicate that the angular beam pattern

-width (first .lobe) for a simple piston 2X diameter shoulL be approxi-

mately 35o . This basic pattern will be modulated by the response

characteristic of the crystal lattice and by internal reflections. The

pattern for the receiver used is shown in Figure D.9.
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APPENIX Bof-

CHAPACTBRISTICS OF THE I1T0-ACWSTIC CNVERSION

The process by which a photographic transparency P(j) is formed

from an acoustic field A(7) is conveniently separated into three stages: :

1) the electro-optical conversion, 2) the optical to photographic

conversion, and 3) the scale reduction. See Figure V.10. Dependence

of P upon A is most easily controlled electronically in the electro-

optical conversion stage rather than photographically in the following

stages.

The barium titanate receiving transducer generates an electric

potential E proportional to the incident acoustic field. Since E is a

low level signal it is amplified 100 by preamplifier A located inside

the probe, deep underwater where stray RF fields are small. The

amplified signal is comined with the reference and then passed to the

cathode of the CRT display through gated amplifier G. By appropriate

choice of G and electrinic processing U a wide range of characteristics

P(A) may be obtained.

A Tektronix type 561 oscilloscope with P-31 phosphor was used for

the CRT display because the electr)statically focused CRT of this unit

has a small spot size (.25 mn diameter) which is relatively uniform in

size and intensity over an 8 x 10 cm display area (320 x 400 resolution

cells). The P-31 phosphor produces a bright green spot (spectral peak

at .52 micron, spectral range from .4150 to .6000 micron) which decays

in 32 msec. to 0.1% of peak intensity, long enough to adequately time

average 1 M4z signals but fast enough to follow fringe variations
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during scanning. In retrospect, a magnetically focused CRT with P-15

phosphor (.05 msec. decay time) would have been of great value since

these devices may have resolutions almost 10 t-mes greater than the

best electrostatically focused CRT, particularly iportant when diffuse

scattering is involved (holograms #13 and #14).

Typical characteristics of the electro-optical conversion are

212 shown in Figure E.1 plotted as mormalized CRT spot intensity I/aI0 as a

function of signal amplitude input E to amplifier G; two linear gains

are shown. By introducing non-linear =aplification it is possible to

alter the shape of I(E). For example, the Child'sLaw response of the

CRT electron gun may be compensated to give an overall square law

E response for I(E).

The CRT spot intensity was obtained by measuring the open circuit

_M voltage of an International Rectifier type A-W selenium photocell

placed in the camera film plane with aperture set at f/l.9. The open
:- 77

circuit voltage VOC of this cell is given by

~Kr
VOC -e (1+ I O (E.)

where I0 is the dark current of the cell, a is a conversion constant

relating junction current to incident lignt intensity I, T is cell

temperature, K is Boltzm'ins Constant, and e is the electronic charge.

Normalized intensity I/al0 is sufficient information since proper film

exposure is most easily determined by trial-and-error.

The scanned CRT display is time photographed with a Tektronix

type C-12 camera equipped with f/l.9 lens. Choice of film was based
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upon obtaining high resolution and contrast of the scanned fringes.

This demanded a fine grain emulsion (100-1S0 lines/rm resolution) with

anti-halation backing and a photographic speed approximately ASA 50. It

was anticipated that an orthochromatic spectral response would be

required in order to prevent any cathode glow penetrating the CRT

phosphor layer frcm exposing the film during the long exposure period

(4 - 9 hours). This precaution proved unnecessary.

Tw, film types were tried: Kodak Contrast Process Ortho, a high

contrast emulsion, and Kodak Panatomic-X, a continuous tone emlsion.

Both provide gray scale rendition but the relative dynamic range of the

high contrast emulsion is much smaller. Polaroid type 55 P/N is also

suitable and is convenient tc use. but its self-developing feature

allows little lattitude in developing.

Photographic exposure-development characteristics are usually

plotted as photographic density (logl 0l/P! where PI represents

intensity transmittance of the developed emulsion) against logl 0 E where

E is the exposure (total energy). Such plots are known as Hurter-

Driffield curves. In this work it is more convenient to plot P1 versus

E for incoherently illuminated transparencies but PA (amplitude

transmittance of the developed emulsion) versus E for coherently
78illuminated transparencies . Typical H-D curves for Contrast Process

Ortho film processed in a high contrast developed: Kodak type D-11, and

Pana.tomic-X film processed in a continuous tone developer, Kodak type

79
D-76, are shown in Figure E.2

After processing. the transparency (on one of the above epu lsions)

obtained from the CRT display is reduced in size approximately 5 to 1
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onto Kodak Highi Resolution Glass Plates processed with Kod-k T,-oe D-19

devueloper. Typical P~versus E characteristics fdr tUds ewaio ae

givn n igreE. 80 . 1-e final rec~iced transpuancy, th~e -c-7stic

hologram, is a "positive' of the acwjstic field, that is, fiesofM

large acoustic a~mlitude are recorded as fr igs of. hM& Bot

amltde transmittance in the h-.ologram. Me~ ozeal respse M

characteristic for the accustic holograza tzansarency is dbtained by

ccmbinning the three copnnt responses preceedirg- Typical

characteristics are s1man in Figure E.
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APPENDIX F

RECONSTRUCTION FRC COPLANAR REFEPENCE HOLOGRAMS

We present here the special techniques required in order to

obtain quality reconstruction from coplanar reference holograms (often

encountered in acoustic holography). The basic problem with coplanar

reference holograms is that the zero order diffracted wave (geo-

metrical shadow of the hoiogram) is superimposed upon and interferes

with the reconstructed images. In order to obtain useful reconstruct-

ions this interference must be eliminated. (There is also interference

between the two images but this is of relatively less importance.)

The process for eliminating zero order interference can be

understood by examining relations (IV.56) and (IV.62) for the distance

z between reconstructed image planes and the hologram plane. These

equations are sumarized as

±m(1 zo/zR) + IZO/ZC

where m is the ratio of original acoustic field dimension to

corresponding hologram transparency dimension, 11 is the ratio of

acoustic recording wavelength to visible reconstruction wavelength, .O

is the distance between object point and hologram plane, zR is the

distance between reference focus and hologram plane, and zC is the

distance between reconstruction illumination focus and hologram plane.

For the important case zR (valid for all holograms described

in Chapter V) Equation F.1 reduces to
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7--

Sz C  (F.2); Zl- I + im/1) (ZciZO)

If the demagnification, the wavelength scale, and the distances zC andC

z0 are such that

> (F.3)
liz0

then zJ+ corresponds to a real image located between zC and the hologram

Alane, and zl corresponds to a virtual image located behind the

hologram plane. If condition (F.3) is not satisfied then both images

are real, zl+ lying beyond ZC, zi lying between zC and the hologram

plane. The later condition is illustrated in Figare F.1.

It is now clear how to eliminate the zero order field; simply use

convergent illumination during reconstruction. Then the zero order

will come to focus at zc which, as we have already seen, lies between

the two images. By placing a minute opaque stop S at zc as shown in

Figure F.1, the zero order can then be removed without appreciably

effecting the image fields. Zero order removal can also be accanplish-

ed by placing the converging lens directly in front of rather than

behind the hologram.

From Equations (IV.61) and (IV.62) the lateral magnification M,

the fraction by vhich the image is smaller than the object in planes

parallel to the hologram plane, is

' m(1 - Zo/z) ( / zC) (F.4)
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Under the condition zR

±1_ .(F.5)

Thus, when both images are real, the one lying closest to the hologram

will be smaller and reversed from the other. Equation (F.5) shows that

by suitable adjustment of the parameters large magnifications can be

obtained. However, as the magnification increases so does zI and, as a

matter of practicality, the images will be restricted to rather small

sizes as a result of the large demagnification m. Thus, in order to

view the images magnification will be required, for example by placing

a lens behind the zero order stop.

We now briefly discuss a unique method for display of the images

reconstructed from acoustic holograms. As we have shown these images

will usually be real rather than virtual and will be of small size.

Hence, the display of acoustic hologram reconstructions is a problem in

real image visualization. Conventionally, acoustic holograms are view-

ed by magnifying and then projecting the reconstructed real images onto

a diffusely reflecting or transmitting screen. However, there is

another technique which is often more useful.

We show in Figure F.1 a scheme for viewing acoustic holograms in

which the real image is projected directly onto the photosensitive

surface of a vidicon television camera tube and the reconstruction is

then viewed on a TV monitor. There are several advantages to this

system of viewing:

1) the image is magnified electronically (typically between 12
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and 25 to one depending upon the relative size of vidicon ard monitor),

2) the slight jitter inherent in the TV raster tends to average

out the speckling due to coherence effects,

3) saturation effects tend to eliminate the mottling character-

istic of acoustic images,

4) the contrast, brightness, and threshold sensitivity of the

display may be varied instantaneously and continuously over a wide

lattitude.

The last is most important because acoustic reconstructions

appear as bright images against a uniform background and it is often

difficult to distinguish one fron the other using conventional

methods. With the variable display 4t is "uite easy to separate the

Mbright image from the dim background. NL:,vero;us examples of the utility

of this viewing technique are presented in Chapter V; for example,

compare Figures V.23(a) and V.23(c).
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